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Abstract 

The term jointness refers to activities or operations that are executed collaboratively by more than one 

government agency or military department. While joint operations have become increasingly common 

and successful, the government continues to struggle with joint system acquisition: in fact, although a 

common motivation for joint acquisition is cost savings, recent studies suggest that joint programs 

experience larger cost growth than non-joint programs and that it may be more cost effective for agencies 

to acquire systems independently rather than jointly. This thesis explains why joint programs often 

experience large cost growth and how jointness itself may induce it.  

To understand the cost of jointness, this thesis proposes and demonstrates a new approach for studying 

large, complex acquisition programs whereby the evolution of a programôs organizational and technical 

architectures is quantified and observed using a design structure matrix (DSM)-based tool. Using this 

approach, one is able to gain an in-depth understanding of the underlying mechanisms that drive a 

programôs costs, as well as global perspective on cost growth throughout a programôs lifecycle. The 

utility of this approach is demonstrated by applying it to study the cost impacts of jointness on three 

programs that developed environmental monitoring systems for low Earth orbit.  

The acquisition communityôs current understanding of joint programs suggests that jointness induces cost 

growth by increasing a programôs organizational and technical complexity. However, using the DSM-

based tool, this thesis demonstrates that complexity is a dynamic property of an acquisition program that 

is driven by government agenciesô institutional interests and the actions that they motivate. Specifically, 

the thesis presents a more nuanced understanding of jointness, complexity, and cost growth by arguing 

that government agenciesô institutional interest in retaining or regaining autonomy motivates actions that 

alter the agenciesô relationships with one another, with the joint organization, and with the system under 

development. When agencies take action to retain or to regain autonomy, they increase the complexity of 

the joint organization or the joint system and the programôs costs grow as result.  

Finally, the thesis discusses the implications of the proposed Agency Action Model both generally and 

specifically in the context of environmental monitoring programs. Aided by a trade space analysis tool 

that was developed to explore a broad set of concepts for future environmental monitoring systems, the 

thesis demonstrates how government leaders should approach the problem of joint program formulation 

and in doing so, generates a set a policy recommendations for future partnerships between the agencies 

that have historically collected environmental data from low Earth orbit.  
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Terminology 

ADCS| Attitude Determination and Control Subsystem 
 A spacecraft subsystem.  

AEHF | Advanced Extremely High Frequency 
 DoD communications satellite system. 

AFWA | Air Force Weather Agency  
One of the four NPOESS Centrals. 

AIRS | Atmospheric Infrared Sounder  
Infrared sounder on NASAôs EOS; predecessor to NPOESSôs CrIS. 

AMSU-A | Advanced Microwave Sounding Unit 
Cross-track microwave sounder on NASAôs EOS & NOAAôs POES; predecessor to NPOESSôs ATMS. 

AMSU-B | Advanced Microwave Sounding Unit 
Cross-track microwave sounder on NASAôs EOS & NOAAôs POES; predecessor to NPOESSôs ATMS. 

AMSR-E | Advanced Microwave Scanning Radiometer-EOS 

 Conical microwave imager-sounder on NASAôs EOS; predecessor to NPOESSôs CMIS. 

AT&L | Acquisition, Technology, and Logistics 
 Division in the Office of the Secretary of Defense that is responsible for acquiring systems for the DoD. 

ATMS | Advanced Technology Microwave Sounder  
 NPOESS cross-track microwave sounder that was procured by NASA. 

APS | Aerosol Polarimetry Sensor  
 NPOESS instrument that was added in the IORD-II but deleted after Nunn-McCurdy. 

AVHRR | Advanced Very High Resolution Radiometer 
 Visible-infrared radiometer on NOAAôs POES; heritage predecessor to NPOESSôs VIIRS. 

C3 | Command, Control, and Communications Segment  
 Component of the NPOESS ground system. 

CDR | Critical Design Review 
Milestone in a typical acquisition program. 

CERES | Clouds and the Earthôs Radiant Energy System 
 Earth radiation budget sensor on NASAôs EOS; heritage predecessor to NPOESSôs ERBS. 

CGS | Common Ground System 
 The shared JPSS-DWSS ground system that was established after NPOESS was cancelled.  

CLASS | Comprehensive Large Array-Data Stewardship System 
 NOAAôs storage facility for environmental data.  

CMIS | Conical Microwave Imager Sounder 
 Conical microwave imager-sounder on NPOESS. 

CrIS | Cross-Track Infrared Sounder 
Cross-track infrared sounder on NPOESS. 

DCS | Data Collection System 
 Non-EDR producing instrument on NPOESS that was also on NOAAôs POES. 

DMSP | Defense Meteorological Support Program 
 DoDôs operational weather satellite program; predecessor to NPOESS. 

DoC | Department of Commerce 
 One of the three collaborating agencies on the NPOESS program; the DoC houses NOAA. 

DoD | Department of Defense 
 One of the three collaborating agencies on the NPOESS program. 

DoE| Department of Energy  
 Government agency that participated in the joint Fermi program. 

DoT| Department of Transportation 
 Government agency that participates in the joint GPS program. 

DSP| Defense Support Program 
 Satellite system supporting missile early-warning; predecessor to SBIRS. 
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DWSS | Defense Weather Satellite System 
 The DoDôs weather satellite program after NPOESS was cancelled.  

EDR | Environmental Data Record 
 Final data product produced by the NPOESS system; specified by the IORD. 

EMI | Electromagnetic Interference  
 A type of interaction that induces architectural complexity on spacecraft.  

EOS | Earth Observing System  
 NASAôs climate science satellite program; predecessor to NPOESS. 

ERBS | Earth Radiation Budget Sensor 
 Earth radiation budget instrument on NPOESS. 

ESPC | Environmental Satellite Processing Center   
 NOAAôs system that interfaced with the IDPS and housed the NDE. 

EXCOM | Executive Committee  
 Highest decision making body on the NPOESS program. 

EUMETSAT | European Organization for the Exploitation of Meteorological Satellites  
 Consortium of European nations that supplies environmental data. 

FNMOC | Fleet Numerical Meteorology and Oceanography Center 
 One of NPOESSôs four Centrals.  

GAO | Government Accountability Office 
 Independent agency that conducts oversight and investigations for Congress. 

GOES| Geostationary Operational Environmental Satellite 
 NOAAôs environmental monitoring satellite in geostationary orbit.  
GPS | Global Positioning System 
 DoD navigation and timing satellite system. 

GSFC | Goddard Space Flight Center 
 NASA Center responsible for managing programs like EOS, POES, and NPP. 

HIRS | High Resolution Infrared Sounder 
 Cross-track infrared sounder on NOAAôs POES; predecessor to NPOESSôs CrIS. 

IDPS | Interface Data Processing Segment 
 Component of the NPOESS ground system.  

IORD | Integrated Operational Requirements Document  
 NPOESSôs requirements document that defined the programôs EDRs 

IPO | Integrated Program Office  
NPOESS programôs joint program office composed of representatives from the collaborating agencies. 

IRT | Independent Review Team  
Independent teams tasked to review government programs.  

JARC | Joint Agency Requirements Council  
 One of NPOESSôs user groups. 

JARG | Joint Agency Requirements Group  
 One of NPOESSôs user groups. 

JPSS | Joint Polar Satellite System  
 NOAAôs weather satellite program after NPOESS was cancelled. 

JROC | Joint Requirements Oversight Council 
 Joint governance body formed by Goldwater-Nichols. 

JWCA | Joint Warfighting Capabilities Assessment 
 Joint governance body formed by Goldwater-Nichols. 

LDCM | Landsat Data Continuity Mission  
 Next-generation Landsat system. 

LTAN | Longitude of Ascending Node 
 Variable that specifies the time that polar-orbiting spacecraft cross the equator.  

METO P | Meteorological Operational Satellite 
 Environmental monitoring satellites developed and operated by EUMETSAT. 

MHS | Microwave Humidity Sounder 
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 Cross-track microwave sounder on NASAôs EOS & NOAAôs POES; predecessor to ATMS 

MIS | Microwave Imager/Sounder 
 Conical microwave imager-sounder that replaced CMIS on NPOESS.  

MODIS | Moderate-Resolution Imaging Spectrometer 
 Visible-Infrared Imager-Radiometer on NASAôs MODIS; predecessor to VIIRS. 

NASA | National Aeronautics & Space Administration  
 One of the three collaborating agencies on the NPOESS program. 

NAVOCEANO | Naval Oceanographic Office  
 One of the four NPOESS Centrals. 

NDE | NPOESS Data Exploitation  
 NOAA-developed ground processing system that interfaced with the NPOESS IDPS. 

NDS | Nuclear Detection System 
 Nuclear detection sensor hosted on the GPS satellites. 

NESDIS | National Environmental Satellite, Data, and Information Service 
 Component of NOAA that manages satellite development & operation. 

NOAA | National Oceanic & Atmospheric Administration 
One of the three collaborating agencies on the NPOESS program. 

NJO | NOAA JPSS Program Office 
NOAAôs office for over-seeing the JPSS program. 

NPOESS | National Polar-Orbiting Operational Satellite System  
Collaboration among NOAA, NASA, & the DoD to execute operational climate, weather, and climate 

science missions. 

NPP | NPOESS Preparatory Project 
 Risk reduction and climate science data continuity mission that was executed by NASA and the IPO. 

NRC | National Research Council  
 Advisory board for the U.S. government.  

NRO| National Reconnaissance Office 
 Government agency that develops intelligence satellites. 

OLS | Operational Line Scanner 
 Visible-infrared imager on the DoDôs DMSP; predecessor for NPOESSôs VIIRS. 

OMPS | Ozone Mapping and Profiler Suite 
 Ozone instrument on NPOESS. 

OSIP | Operational Satellite Improvement Program  
 Program where NASA developed instruments for later use on NOAA operational systems.  

OSTP | Office of Science and Technology Policy  
 Science advisory board for the White House. 

PA&E | Program Analysis and Evaluation 
Division in the Office of the Secretary of Defense that was responsible for program evaluation.  

PDR | Preliminary Design Review 
Milestone in a typical acquisition program. 

PEO | Program Executive Officer 
Position created after Nunn-McCurdy in order to mediate between the IPO and NPP program office. 

POES | Polar-orbiting Operational Environmental Satellite Program 
 NOAAôs operational weather & climate program; predecessor to NPOESS. 

RDR | Raw Data Records 
 Raw data transmitted from sensors that was converted to SDRs by NPOESS IDPS 

SARSAT | Search and Rescue Satellite-Aided Tracking 
Non-EDR producing instrument on NPOESS that was also on NOAAôs POES. 

SBIRS| Space-Based Infrared System 
 Satellite system that supports missile early-warning; successor to DSP. 

SBUV | Solar Backscatter Ultraviolet Radiometer 
 Ozone instrument on NOAAôs POES; predecessor to OMPS. 

SDR | Sensor Data Records 
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 Geo-located calibrated radiances that were converted from RDRs and to EDRs by NPOESS IDPS. 

SDS | Science Data Segment 
 NASA ground system that interfaced with the NPOESS IDPS. 

SEM | Space Environmental Monitor 
 Space environment sensor on NOAAôs POES; predecessor to SESS.  

SES | Space Environmental Sensor  
 Space environment sensor on DoDôs DMSP; predecessor to SESS.  

SESS | Space Environmental Sensor Suite  
 Space environment sensor on NPOESS.  

SSMIS | Special Sensor Microwave Imager Sounder 
 Conical microwave imager-sounder on DoDôs DMSP; predecessor to CMIS. 

SPD | System Program Director  
 Head of the NPOESS IPO.  

SSCM | Small Satellite Cost Model 
 A cost model for spacecraft.  

SSPR | Shared System Performance Responsibility  
 NPOESS acquisition strategy; a variation of TSPR. 

SUAG | Senior Users Advisory Group 
 One of NPOESSôs user groups. 

STAR | Center for Satellite Applications and Research 
 The scientific division of NOAA NESDIS.  

TOMS | Total Ozone Mapping Spectrometer 
 Ozone monitor on NASAôs TOMS Earth Probe system; predecessor to NPOESSôs OMPS. 

TRL | Technology Readiness Level 
 A measure of a componentôs technical maturity. 

TSC | Tri-Agency Steering Committee 
 Committee of agency representative to NPOESS; reported to the EXCOM.  

TSIS | Total Solar Irradiance Sensor 
 Total solar irradiance monitor on NPOESS. 

TSPR | Total System Performance Responsibility  
 DoD acquisition strategy that cedes most programmatic decisions to a single prime contractor. 

USCOM | Unmanned Space Vehicle Cost Model  
 A cost model for spacecraft. 

USGS | U.S. Geological Survey 
 Government agency that uses the Landsat system. 

VIIRS | Visible Infrared Imager Radiometer Suite 
 Visible-infrared imager/radiometer on NPOESS. 

VIS-NIR | Visible Near-Infrared  
 The wavelength range at which instruments like VIIRS or MODIS operate.  

WSF | Weather System Follow-on  
 DoDôs replacement program after DWSS was cancelled. 

 

 

 

 

 



 

22 

 

1  Introduction  

We have really come to a point where we do extraordinarily well in 

terms of joint operations, but we do not do well in terms of joint 

procurement. It is still very Service-centered. So thatôs an areaðboth 

analytically and in the way we conduct our businessðwhere I think 

we need to do better.  

--Former Secretary of Defense Robert Gates [1]  

The Department of Defense Dictionary of Military and Associated Terms defines the concept of jointness 

as ñactivities, operations, organizations, etc. in which elements of two or more Military Departments 

participateò [2]. Although joint military operations can be traced all the way back to the Peloponnesian 

War in the 5
th
 century B.C. [3], jointness was not formalized into the United Statesô military 

establishment until the National Security Act of 1947 [4-5]. The Actôs primary purpose was to unify 

previously separate and semi-autonomous military departments under the direction of a single civilian 

leader, the Secretary of Defense, and to establish the Joint Chiefs of Staff as the presidentôs principal 

military advisers [4]. Importantly, in addition to providing a mechanism that enhanced jointness within 

the Department of Defense (DoD), by creating the National Security Council, the National Security Act 

also enabled the DoD to participate in joint interagency operations [6]. Since its formation, the National 

Security Council, which was originally composed only of representatives from the DoD and the 

Department of State [7], has expanded to include representatives from the Treasury Department and the 

intelligence community [8]. Today, the joint National Security Council serves as the principal forum in 

which the President coordinates national security and foreign policy operations across federal government 

agencies [8].  

Despite the National Security Actôs intentions, several military flawed military operationsðincluding the 

1979 Iran hostage crisis, the 1983 Beirut embassy bombing, and the 1983 invasion of Grenadað

demonstrated the need for increased jointness in military operations [3-5]. The defense reorganization act 

that resulted, the 1986 Goldwater-Nichols Act, attempted to correct noted flaws within the DoD and to 

strengthen interservice unity [3-5]; importantly, the Goldwater-Nichols Act also defined the concept of 

jointness as it is used in the present day. Specifically, Goldwater-Nichols further consolidated and 

strengthened the Secretary of Defenseôs authority over each of the services and identified the chairman of 

the Joint Chiefs of Staff as the single and unified source of military advice to the President [4-5]. 

Goldwater-Nichols also unified military operations outside of Washington by enhancing combatant 

commandersô authority over individual services with overlapping missions [4-5]; today, combatant 

commanders lead nine unified commands which contain troops from all service departments that execute 

missions jointly [9].  

Although Goldwater-Nicholsô primary goal was to improve service interoperability, by enhancing the 

role of the Joint Requirements Oversight Council (JROC) and the Joint Warfighting Capabilities 

Assessment (JWCA), the Act also provided a mechanism for future technical systems to be developed and 

acquired jointly [5, 10-11]. Specifically, by using forums like the JROC and JWCA to unify requirements 
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across the services, the DoD was able to identify interservice requirement synergies and opportunities to 

procure weapons systems more efficiently [5, 10]. Furthermore, by developing common systems that 

could be used by more than one service, joint procurement also presented an opportunity to improve 

interoperability across the services: one of the goals of Goldwater-Nichols [10, 12]. Despite the 

relationship between Goldwater-Nicholsô intentions and joint system procurement, the Center for 

Strategic and International Studies noted that ñwhile the passage of Goldwater-Nichols has significantly 

advanced joint perspectives in the policy arena, jointness in the procurement and defense allocation 

process has lagged substantially and is one of the few unrecognized dimensions of the 1986 legislationò 

[5]. The Centerôs analysis of Goldwater-Nichols goes on to attribute several failures during Operation 

Enduring Freedom in Afghanistan and Operation Iraqi Freedom to a lack of interservice system 

interoperability and suggested that the lack of jointness in military procurement continues to hinder 

military operations [5].  

In spite of this call for increased jointness in system procurement, several major weapons systems have 

been defined, developed, and procured jointly since the 1986 act. The most notable joint program is the F-

35 Joint Strike Fighter, a program that uses three variants of a common aircraft design to meet a diverse 

set of requirements that were levied by the Air Force, the Navy, and the Marines. Today, the F-35 is 

credited as being the most expensive aircraft acquisition in the DoDôs history [13] and the programôs 

rampant cost growth led the RAND Corporation to conclude that developing three separate aircraft to 

meet individual service needs would have been less costly than jointly developing the single shared 

system [14]. While extreme, the DoDôs experience developing the F-35 is not unique and statistical 

analyses suggest that generally, joint programs incur larger cost growth than single service programs [14-

17].  

Despite the noted challenges with the F-35 and other joint systemsô development, the need for joint 

operations and interoperable systems appears to be persistent and increasing [18-19]. In particular, 

todayôs threat environment not only requires that the services operate jointly under the a unified 

combatant commander, but also that they coordinate their operations with civilian agencies like the 

Department of State and the U.S. Agency for International Development [18, 20-21] and with the 

intelligence community through the recently formed National Intelligence Council [22]. Outside of 

interagency jointness in military operations, the DoD has and continues to develop and procure systems 

by partnering with civilian government agencies; for example, NEXRAD, a network of Doppler radar 

systems, was produced jointly by the DoD and the National Oceanic and Atmospheric Administration 

(NOAA). Besides the DoD, other government agencies also develop systems jointly; for example, the 

National Aeronautics and Space Administration (NASA) has partnered with the U.S. Geological Survey 

(USGS) to develop the Landsat satellites and has formed international partnerships to develop major 

manned systems like the International Space Station. Finally, partnerships between domestic law 

enforcement agencies appear to be increasing in number and in a recent review of these efforts, legal 

scholars Freeman & Rossi suggested that ñinteragency coordination is one of the great challenges of 

modern governanceò [23]. 

This dissertation presents results from an investigation that explored one of those challenges: the 

challenge of developing and acquiring systems jointly. In the remainder of this chapter, I present the 

definition of jointness that guided my research and review the benefits and costs that are associated with 
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systems that are developed jointly. Next, I present the research design that I used to study the cost of 

jointness and finally, I conclude by reviewing the structure of the dissertationôs subsequent chapters.  

1.1  Defining Jointness 

In response to todayôs more expansive concept of jointness, this dissertation defines jointness to include 

both interservice and interagency collaboration and employs the concept of organizational and technical 

architectures to distinguish joint programs from those that involve only one service department or one 

government agency. Crawley, Cameron, and Selva define architecture as ñan abstract description of the 

entities of a system and the relationships between those entitiesò [24]: essentially, a systemôs architecture 

is defined by the systemôs components and by the relationships between them. While the field of system 

architecture has traditionally focused on the architecture of technical systems [25], organizational 

theorists often study organizations as systems [26] which can also be defined in terms of their 

components and component relationships. Therefore, in this dissertation, I use distinct characteristics of 

organizational and technical architectures to determine whether a program is or is not joint and I focus 

solely on joint programs that develop and acquire technical systems.  

A joint technical architecture is multi-functional and capable of meeting a diverse set of requirements that 

are levied by distinct user groups. Joint technical architectures can also be defined by their ability to be 

disaggregated; specifically, a joint system executes an aggregated set of missions or requirements that 

could alternatively be executed by multiple distinct systems. The F-35 system is technically joint because 

it meets the requirements of three separate user groupsðthe Air Force, the Navy, and the Marinesðand 

could be disaggregated and developed as three separate technical systems.
1
  

A joint organizational architecture is one that allows more than one agency to participate. Like technical 

jointness, joint organizational architectures are also aggregated and can be disaggregated if government 

agencies develop systems independently instead of collaboratively. The Landsat program is 

organizationally joint because it meets requirements specified by only one agency but is developed by 

NASA for the USGS. The Landsat program could be disaggregated if NASA assumed the responsibility 

for defining the systemôs requirements and developed it independently. Furthermore, if NASA attempted 

to levy requirements on the Landsat system (as it has in the in the past [27]), Landsat would be classified 

as both an organizationally and a technically joint program. As such, according to my definition of 

jointness, programs can be either organizationally or technically joint or can exhibit both types of 

jointness.  

Historically, government agencies have employed several strategies for developing joint systems that 

differ depending on the amount of jointness that they employ. Technical architectures are fully joint when 

a single system meets the needs of all of the programôs distinct users. Technical architectures are partially 

joint when multiple variants of a common core system are employed to meet different usersô 

requirements. Partial jointness is also known as commonality, or ñthe sharing of parts or processes across 

different productsò [28]; commonality is a cost saving strategy that is also frequently employed in 

commercial industries [29]. By sharing components from a common core system across three distinct 

variants, the F-35 program is partially joint. If the F-35 program had developed only a single aircraft to 

                                                           
1
 For clarity, in this dissertation, I classify interservice programs as technically but not organizationally joint because 

the services are all part of the same agency: the Department of Defense. 
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meet the needs of all three of its users, it would be classified as fully joint; fully joint systems are 

commonly employed in the government space sector, where high launch costs motivate agencies to fully 

integrate their systems.  

Organizational architectures are fully joint when a distinct joint program office is formed and staffed by 

the collaborating agencies. Organizational architectures are partially joint when one agency serves as an 

acquisition agent; in this role, one agency develops a system that is defined and ultimately operated by 

another. The most recent Landsat program (the Landsat Data Continuity Mission, LDCM) was partially 

joint, since NASA was USGSôs acquisition agent. If USGS or another agency sought a greater role in 

Landsatôs development, the agenciesô interactions and interdependencies may have been best facilitated 

by a fully integrated joint program office. Both the National Research Council (NRC) and the RAND 

Corporation have suggested additional strategies for structuring organizationally joint programs [17, 30] 

and the NRC classified these strategies in terms of partner interdependency; partners that interacted 

through a joint program office were defined to have the greatest amount of partner interdependence [17].  

1.1.1  Jointness in the Government Space Sector 

By using a programôs organizational and technical architecture as its defining characteristic, my definition 

of jointness is intentionally broad. However, despite this generality, this dissertation focuses solely on 

jointness in the government space sector. Specifically, I limit my discussion to unmanned, Earth orbiting 

satellite systems that were developed primarily by domestic government agencies. This necessarily 

excludes joint programs for manned spaceflight or planetary exploration and those that were developed 

with an international government agency as the primary collaborating partner. Within the remaining set of 

joint programs, there are six major mission types: communications, navigation and timing, missile 

defense, intelligence, scientific, and operational earth observing. Figure 1 identifies examples of each 

mission type and classifies them according to the type of jointness that they exhibit. 

As shown in Figure 1, communication missions like the DoDôs Advanced Extremely High Frequency 

(AEHF) system are classified as technically joint systems. AEHF currently supports two distinct 

missions. First, it serves tactical users who use its communications links to transmit videos, battlefield 

maps, and targeting maps in real-time [31]. Second, it serves strategic users, who require protected and 

nuclear hardened communications links for their highly classified transmissions [31]. AEHFôs 

development was managed by the Air Force and the system was designed to meet the needs of multiple 

distinct user groups within the DoD.  

Navigation and timing missions are executed by the Global Positioning System (GPS) which can be 

classified both as a technically and an organizationally joint program. Originally, GPS was a technically 

joint program, since the Air Force developed the system to meet the navigation and timing needs of 

multiple users in the DoD [32]. Today, GPS is organizationally joint as well, since the Department of 

Transportation (DoT) has begun levying civilian requirements on the system and playing a more active 

role in its management [32]. GPS also continues to support a secondary missile defense mission by 

hosting a Nuclear Detection System (NDS) payload. The NDS payload on GPS consists of optical, x-ray, 

and electromagnetic pulse sensors that continuously monitor the Earth for signatures of a nuclear 

detonation [33]. The NDS payload on GPS supplements a larger constellation of sensors previously 
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hosted by the Defense Support Program (DSP) and currently supported by the Space-Based Infrared 

System (SBIRS) [34]. 

 

Figure 1: Examples of Jointness in the Government Space Sector 

As noted above, todayôs primary missile defense system, SBIRS, is a technically joint program. In 

addition to supporting an NDS payload, SBIRS also has two sensors that support distinct and separable 

missions. The staring sensor supports a strategic mission of detecting missile launch and the scanning 

sensor supports a tactical mission of tracking missiles in support of real-time military operations [35]. The 

intelligence community, which primarily executes strategic missions, typically utilizes organizationally 

joint programs where the National Reconnaissance Office (NRO) serves as the acquisition agent for the 

intelligence community [36]. A notable and unclassified exception to this statement is the cancelled Space 

Radar program. Space Radar was a joint program between the NRO and the Air Force and since both 

agencies levied requirements on the technical system [37-38], Space Radar can be classified as both an 

organizationally and a technically joint program.  

As shown in Figure 1, science missions also fall in more than one jointness category. NASAôs Advanced 

Composition Explorer (ACE), a scientific mission that studied the solar wind, can be classified as 

organizationally joint since the system was developed by NASA but NOAA provided limited funding to 

enhance its data transmission capabilities [17]. The Fermi Gamma Ray Telescope was both technically 

and organizationally joint since both NASA and the Department of Energy (DoE) levied requirements on 

the system and managed its development [17].  

Finally, operational earth observing satellites have also exhibited all three types of jointness. For example, 

at different points during its history, the Landsat program has exhibited organizational and both 
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organizational and technical jointness. The NOAA-NASA Geostationary Operational Environmental 

Satellite (GOES) program is organizationally joint, since NASA serves as NOAAôs acquisition agent. 

And most importantly for this dissertation, environmental monitoring satellites that fly in low Earth orbit 

can also be classified according to all three types of jointness. The NOAA-DoD-NASA National Polar-

orbiting Operational Satellite System (NPOESS) was both organizationally and technically joint, todayôs 

NOAA-NASA Joint Polar-orbiting Satellite System (JPSS) is organizationally joint, and the cancelled 

DoD Defense Weather Satellite System (DWSS) was technically joint. These three programs and the 

jointness that they exhibit are the focus of this dissertation.  

1.1.2  The Benefits of Jointness 

By reviewing the histories of joint programs in the government space sector, I identified several common 

motivations for developing space systems jointly. These motivations, which will be discussed using 

examples from the programs shown in Figure 1, include:  

¶ Interoperability, 

¶ Expanded user communities, 

¶ Mission synergies, 

¶ Agency unique capabilities,  

¶ Political imperative,  

¶ And cost savings.  

As noted previously, the primary intent of the Goldwater-Nichols Act was to improve military 

departmentsô interoperability. Technically joint systems achieve this goal by using a single system to 

provide a common capability to all branches of the military. For example, AEHF unifies the 

communication networks of multiple distinct user groups and as a result, enhances user interoperability in 

the field [39].  

Although Goldwater-Nicholsô primary aim was to improve interoperability, in the government space 

sector, one of the more common motivations for developing systems jointly is the expansion of an 

existing systemôs user community. For example, GPS was originally developed for military users; 

however, once civilians began using its data and realized its tremendous utility, civilian government 

agencies like the DoT sought a greater role in future systemsô development and management [32]. 

Similarly, SBIRSôs predecessor, DSP, primarily executed a single strategic mission that constantly 

monitored the Earth for missile launches and nuclear detonations executed by the U.S.ôs Cold War 

adversaries [40]. However, DSP demonstrated its utility to tactical users during the Iran-Iraq War and the 

Persian Gulf War, when its data was used to detect the short range missiles fired during these regional 

conflicts [40]. After demonstrating its utility to the DoDôs tactical users, these users sought a greater role 

in the next generation systemôs development [30]; as noted previously, SBIRS now executes both a 

strategic and a tactical mission. The Landsat program shares a similar history, since the DoD increased its 

involvement in Landsat 7ôs development and management after utilizing Landsat data in during Operation 

Desert Shield and Desert Storm [17]. 

In all of the examples cited above, programs were initiated as disaggregated systems that were managed 

by single government agencies. However, as the original programôs data was made available to other 
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users, it became critical missions that were outside of the programôs original scope. So when the original 

program office began planning for a follow-on system, its new users pursued a larger role so as to insure 

that future systems would continue to support their unique missions. This history suggests a trend 

towards increased jointness in the government space sector: essentially, as users recognize the utility of 

space systemsô data, they tend to seek increased involvement in developing and managing future systems.  

Organizational and technical jointness have also been motivated by mission synergies. Particularly for 

Earth science missions and operational Earth observing missions, data product quality can be improved 

by hosting multiple instruments on a large aggregated spacecraft [41-42]. Similarly, synergies between 

the detector technologies used by the particle physics and astrophysics research communities motivated 

technical jointness on the Fermi program [17]: since the requirements of both users were similar, they 

could be converged on shared joint system.  

The unique technical capabilities and expertise of each partner further increased Fermiôs jointness by 

involving both NASA (which represented the astrophysics community) and the DoE (which represented 

particle physicists). Specifically, given its considerable experience developing space systems, NASA 

developed the Fermi spacecraft. The DoE-managed SLAC National Accelerator Laboratory developed 

Fermiôs primary instrument, the Large Area Telescope, because it utilized technology that was similar to 

SLACôs ground-based particle physics experiments [17]. Agency expertise also motivates 

organizationally joint programs in the intelligence community, since the NRO has the unique capability of 

developing satellites; similarly, in operational Earth observation, NASA is uniquely capable of 

developing NOAAôs GOES and USGSôs Landsat systems. NASAôs interactions with these two agencies 

are often characterized by the transition from research to operations, since NASA specializes in the 

development of new technologies that are later fielded by NOAA and USGSôs operational systems [17]. 

Finally, joint programs are often politically motivated. By aggregating capabilities that are required by 

multiple user groups, technically joint programs have larger political advocacy groups and as a result, are 

harder to cancel [11, 17]. Furthermore, by proposing to partner with another agency and to jointly share a 

systemôs cost, organizationally joint programs may be more likely to get funded by their parent agencies, 

since the cost-per-agency is reduced. Relatedly, joint programs are often encouraged by agencies and their 

political stakeholders; indeed, the 2010 National Space Policy of the United States directed NASA to 

expand international cooperation in space and to ñenhance collection and partnership in sharing of space-

derived informationò [43]. Finally, joint programs have also been political motivated [30]; for example, 

the NPOESS program was formed by a presidential decision directive [D43].  

1.1.3  The Cost Saving Benefit of Jointness 

Related to joint programsô political benefit is their potential for cost savings; in fact, cost savings was the 

primary motivation for the presidential decision directive that formed NPOESS [D43]. Joint programsô 

technical architectures enable cost savings in two distinct ways. First, a joint technical architecture 

enables cost savings by reducing the number of systems and system components that need to be 

developed and operated by the government. Joint technical architecturesô ability to save money can be 

illustrated using the NPOESS program as an example. Prior to forming the joint NPOESS program, 

NOAA planned to execute its mission using a NASA-developed Polar Operational Environmental 

Satellite (POES) system and the DoD planned to execute its mission using the Defense Meteorological 
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Satellite Program (DMSP). As shown in Figure 2, had the government maintained separate POES and 

DSMP systems, it would have developed, produced, launched, and operated a constellation of four 

satellites in low Earth orbit. However, by defining a joint technical architecture that was capable of 

executing both NOAA and the DoDôs missions, NPOESS reduced the size of the operational constellation 

from four to three satellites, used a single ground system, and correspondingly reduced the number of 

instruments and launches. In this way, the joint technical architecture enabled cost savings by reducing 

the number of components in the operational technical system. Joint technical architectures can also 

enable recurring cost savings by capitalizing on economies of scale and other savings that can be achieved 

through large scale production of common parts [44].  

 

Figure 2: Formation of the NPOESS Program (Image of Satellite Constellation Taken from [D86]) 

Joint organizational architectures can enable cost savings by increasing the number of agencies that fund 

a systemôs development. In the case of the NPOESS program, instead of funding separate systems 

independently, NOAA and the DoD formed an organizationally joint program that allowed them to share 

the costs of a single system. Thus, for both organizational and technical jointness:  

I t is a joint programôs architecture which enables cost savings. 

The close relationship between my proposed definition of jointness and the mechanism by which 

jointness enables cost savings is intentional; indeed, today, many authors note that one of the most 

significant motivations for forming a joint program is cost savings [12, 14, 30, 45].  

1.2  The Costs of Jointness  

Despite the cost savings potential of jointness, recent studies found that joint programs experience larger 

cost growth than non-joint programs and have suggested that instead of reducing cost, jointness actually 

induces it. For example, a report by the RAND Corporation compared cost growth between four non-joint 

and four joint military aircraft programs and found that the joint programs experienced an average of 41% 
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more cost growth than their non-joint counterparts [14]. While the study acknowledged that its data set 

was limited, it did suggest that cost growth experienced by joint programs during non-recurring 

development can ultimately overwhelm any potential for recurring cost savings [14]. The report went on 

to conclude that although the cost growth experienced on joint programs like the F-35 cannot be entirely 

attributed to jointness, ñthe evidence indicates that jointness is an important factor in the higher cost 

growth experienced by [the F-35] than for historical single service fightersò [14]. 

Brown, Flowe, & Hamel used a larger data set containing 39 single-service and 45 joint programs to 

produce similar conclusions [16]. Specifically, the authors compared the frequency with which three 

types of cost and schedule breaches occurred on joint and non-joint programs; breaches were reported 

when schedule, non-recurring costs, or recurring costs exceeded 15% [16]. Using these definitions, the 

authors found that joint programs experienced an average total of 8.6, 5.95, and 11.59 schedule, non-

recurring and overall lifecycle cost growth breaches while non-joint programs experienced 4.58, 1.65, and 

7.85 total breaches, respectively [16]. Importantly, the differences between the joint and non-joint 

programs were also statistically significant for the schedule and non-recurring cost growth breaches at the 

p<0.025 and p<0.001 levels [16]. The authors used these results to conclude that joint programs are more 

likely to experience schedule and non-recurring cost growth and to call for future research that explores 

why joint programs are more susceptible to cost and schedule growth [16]. Cameron performed a similar 

analysis and concluded that defense acquisition programs that employed partial technical jointness (i.e. 

commonality) experienced, on average, 28% more cost growth than programs that did not employ 

commonality [15]. Cameronôs results were significant at the p<0.04 level and his subsequent research 

explored why programs that utilized commonality experienced these higher rates of cost growth [15]. 

Finally, a recent NRC report also concluded that on average, joint programs in the government space 

sector experience higher rates of cost and schedule growth [17]. Since the NRC did not report the 

statistical significance of their findings, I independently reconstructed their analysis using a set of 79 

unmanned satellite programs where NASA was primary government agency. Using this data set, which 

contained 15 interagency joint programs and 16 international joint programs, I observed a statistically 

significant difference between the joint and non-joint programsô cost growth. Specifically, the joint 

programs experienced a statistically significant (p<0.05) 21% more cost growth than the non-joint 

programs.
2
 These results suggest that when a government agency (in this case, NASA) develops programs 

jointly, it is more likely to experience cost growth; the results of this analysis are presented in Figure 3. 

Although the cited statistical analyses do suggest a relationship between jointness and cost growth, as 

noted by Brown, Flowe, & Hamel [16], little research has explored the mechanisms by which jointness 

actually induces cost. Consequently, the acquisition communityôs current understanding of how jointness 

induces cost growth is limited to findings that have been reported by large government-sponsored reviews 

on the topic rather than by more detailed academic work. In the following sections, I summarize the 

communityôs current understanding of jointness and the knowledge and methodological gaps that 

motivate my research.  

                                                           
2
 Since the underlying distribution of the data was found to be non-normal, I used bootstrap sampling with 1,000 

resamples to generate the statistics that are quoted above.   
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Figure 3: Cost Growth on NASA Programs 

1.2.1  The Technical Costs of Jointness 

The space acquisition communityôs understanding of the technical costs of jointness is best captured by 

its current interest in disaggregation. Disaggregation, or ñthe dispersion of space-based missions, 

functions, or sensors across multiple systems,ò [46] is the opposite of technical jointness. Leaders in the 

government sector, particularly those focused on defense-related missions, suggest that disaggregated 

technical architectures may be less complex and costly than the joint, highly aggregated technical 

architectures of the past [46-50]. Thus, the disaggregation movement illustrates the acquisition 

communityôs current understanding of the cost of jointness, which suggests that:  

Aggregated technical architectures are more complex than disaggregated 

architectures and that when this complexity is unanticipated, it induces cost growth 

on joint programs.  

The belief that past programsô aggregated technical architectures induced costly technical complexity has 

motivated multiple recent studies to explore disaggregating future government satellite systems. For 

example, in 2013, the Senate Armed Services Committee requested that the Government Accountability 

Office (GAO) explore options for disaggregating SBIRSôs scanning and staring sensors by assigning 

them to separate spacecraft [51]. Also in 2013, General William Shelton, Commander of Air Force Space 

Command, suggested that GPS could be disaggregated by flying the nuclear detection and navigation and 

payloads on separate spacecraft [52]. Two years prior, analysis by Burch suggested that disaggregating 
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AEHFôs strategic and tactical communications payloads could reduce the systemôs complexity and cost 

[48]. Finally, the Air Force is currently studying options for cost effectively disaggregating future 

environmental weather satellites [53]. In each of the cited examples, cost savings was a major motivation 

to disaggregate historically joint systems; increased resiliency, responsiveness, and flexibility are 

additional benefits that are also associated with disaggregation [46-48]. 

Current proponents of disaggregation suggest that it can reduce joint programsô cost in two related ways: 

by reducing system complexity and by stimulating the industrial base [46-50]. Authors agree that when 

requirements and missions are aggregated onto a system, its technical architecture becomes more 

complex. As complexity increases, the systemôs integration becomes more challenging [47], as does 

establishing and sustaining a stable program baseline [48-49]; as a result, complex systems tend to have 

higher non-recurring costs. Other than noting this relationship, disaggregation literature is largely silent 

on the topic of cost growth mechanismsðor the specific elements within aggregated technical 

architectures that increase complexity and contribute to cost growthðand that can be eliminated through 

disaggregation. Notable exceptions include several authors who note that conflicting performance 

requirements can induce complexity in aggregated technical architectures [14, 50, 54, 55].  

Taverneyôs proposed ñVicious Circle of Space Acquisitionò [50] provides the conceptual link between 

aggregated systemsô cost and the weak industrial base that disaggregation seeks to correct. Specifically, as 

past joint systemsô costs increased, the government was unable to fund spare systems and its tolerance for 

failure decreased [50]. This further slowed program development schedules by adding costly risk-

minimizing development activities and weakened the industrial base by reducing the number of systems 

that were produced [50]. Authors suggest that by disaggregating, the government will be able to reduce 

system development time and purchase systems more frequently [48-50]; in this way, disaggregation will 

be able to capitalize on the recurring cost benefits that are associated with more frequent production and 

that went unrealized on past joint programs.  

Importantly, the cost saving potential of disaggregation has only been theorized and plans to disaggregate 

GPS, SBIRS, AEHF, and DWSS have neither been formalized nor approved. In order to make effective 

decisions on whether future systems should be disaggregated, the space acquisition community requires 

an improved understanding of how jointness has induced cost growth in the past and whether 

disaggregation can actually reduce cost in the future. Specifically, future government decision makers 

require:  

¶ Knowledge of the specific cost growth mechanisms that increased aggregated technical 

architecturesô complexity and programsô non-recurring costs,  

¶ The ability to quantitatively compare the cost growth or savings that are enabled by aggregation 

and disaggregation,  

¶ And the ability to evaluate cost across a spectrum of jointness that spans from fully aggregated to 

fully disaggregated. 

The above knowledge and methodological gaps are addressed by this dissertation. 



 

33 

 

1.2.2  The Organizational Costs of Jointness  

The space acquisition communityôs understanding of the organizational cost of jointness is best captured 

by a recent recommendation by the NRC, which suggested that government agencies disaggregate their 

organizations and collaborate only when there are compelling reasons to do so [17]. The NRCôs 

recommendation derived from the observation, noted by several others [16, 20, 30, 45], that joint 

organizations are more complex than non-joint organizations. Thus, the recommendation illustrates the 

acquisition communityôs current understanding of the cost of jointness, which suggests that:  

Aggregated organizational architectures are more complex than disaggregated ones 

and that this complexity induces and enables cost growth on joint programs.  

Complexity induces and enables cost growth by hindering an organizationôs decision making process. 

Several sources noted that the efficiency of an organizationôs decision making process is primarily 

affected by size: as a joint organizationôs size increases, so do the transaction costs associated with 

coordinating and making decisions [12, 16, 17, 30, 45]. Specifically, authors suggested that as the number 

of organizational components, interfaces, and interdependencies increase on a joint program, so does the 

effort required to manage and to coordinate componentsô activities and decisions. The Joint Program 

Management Handbook even went so far as to suggest that due to their increased organizational 

complexity, the decision making process on joint programs is longer than non-joint programs by at least 

one third [12]; of course, slow decision making can induce schedule delays and cost growth. Another 

commonly cited cost growth mechanism is a joint organizationôs authority structure. Specifically, authors 

note that in order to make effective decisions, joint programs require clear and integrated lines of 

authority: a characteristic that has eluded past joint organizations [10, 12, 17, 56].  

Importantly, although the organizational complexity of joint programs has been noted, other than 

identifying the number of components and component relationships as mechanisms for cost growth, the 

acquisition community lacks a comprehensive understanding of organizational complexity and how it 

affects a programôs decisions and cost. Furthermore, without an understanding of the mechanisms that 

increase organizational complexity, the acquisition community lacks the ability to assess the costs 

associated with a given organizational architecture [16] and to evaluate the trade-offs between 

organizational aggregation versus disaggregation. Specifically, in order to make more effective decisions 

to aggregate or disaggregate acquisition organizations in the future, government decision makers require:  

¶ Knowledge of the specific cost growth mechanisms that are inherent to aggregated organizational 

architectures,  

¶ An improved understanding of complexityôs impact on organizational decision making and 

program cost,  

¶ And the ability to assess organizational complexity across multiple architectures that span from 

fully aggregated to fully disaggregated.  

The above knowledge and methodological gaps are addressed by this dissertation. 
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1.2.3  The Politics of Jointness  

Separate from joint programsô organizational and technical complexity are the policy-makingðand 

oftentimes politicalðchallenges associated with jointness; in fact, these challenges have been so great in 

the past that historian Beaumont noted that ñA central paradox of jointness is the hostility that it has often 

generatedò [3]. Past studies of joint programs reported that reconciling numerous stakeholders misaligned 

and competing needs is a key hostility-generating challenge induced by jointness [12, 19, 45, 56]. Since 

joint programs serve more users and agencies than non-joint programs, they experience more political 

pressure [12] that can also induce conflict. Other policy challenges associated with jointness include 

differing user or agency cultures [17, 30], and budget and oversight mechanisms [17].  

Although many of the noted challenges are byproducts of the American political system, the acquisition 

community could benefit from an improved understanding of how the political dynamics of agency 

interactions with each other and with a joint program office can affect program cost. This dissertation 

addresses this knowledge gap by exploring the relationship between agency actions and joint program 

cost. 

1.3  Research Approach 

In the above discussion, I reviewed literature that illustrated the acquisition communityôs current 

understanding of the cost of jointness. This understanding suggested that aggregated organizational and 

technical architectures are more complex than disaggregated ones and that this complexity induces and 

enables cost growth. The reviewed literature also suggested a relationship between agency actions and 

joint programsô costs. Using these hypotheses as a motivation, this dissertation addresses the research 

question:  

How does jointness induce cost growth? 

To address this question, I employed a small-N case study design and utilized a mix of qualitative and 

quantitative methods. George & Bennett defined a case study as a detailed examination of a historic 

episode that is used to develop or to test explanations that can be generalized to other events [57]. By 

using case studies to explore the relationship between jointness and cost growth, I was able to investigate 

existing hypotheses, to build new theory inductively, and to suggest generalizable conclusions that may 

be applicable to other joint programs. Importantly, in addition to enabling cross-case generalizations, case 

study research designs also maintain contextual details [58] that are critical to understanding cost growth, 

which can be induced by a myriad of factors.  

Case studies have been employed to study related topics both internal and external to the government 

space sector. Outside of government space, Cameron [15] utilized case studies to explore the relationship 

between commonality and cost growth and Cote [59] used a similar research design to propose a 

relationship between interservice interactions and programmatic outcomes. Within government space, 

both Selva and Leshner used a case study of NASAôs Earth Observing System (EOS) to identify several 

costs of mission aggregation [41] and to explore NASAôs decision making processes during the 

programôs formulation [60]. This dissertation presents the results of the first investigation to employ 

detailed case studies to explore the relationship between jointness and cost growth. 
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1.3.1  Research Design  

When using a case study research design, researchers must first determine the number of cases to include 

and then select the specific cases to be studied. The primary trade-off associated with the number of cases 

that are studied is one breath versus depth. Yin suggested several reasons for focusing on a single case; 

for example, if a case is a critical test of an established theory, is particularly unique or revelatory, or is 

typical example of the theory under examination, a single case study design may be appropriate [58]. 

Despite these reasons for studying a single case, Yin also noted that multiple cases allow for replication 

and therefore, can increase the generalizability of a researcherôs conclusions [58]. 

In an argument that is particularly salient for this research, Falletti noted that if selecting fewer cases 

enables the researcher to gain a better understanding of the complexities of the phenomena under study, 

then depth should be valued over breadth [61]. By using plausibility probe cases to supplement a single 

case study, the researcher can both improve his generalizability and preserve the complexities of the 

critical case under study [62]. Levy suggested that plausibility probe cases ñallow the researcher to 

sharpen a hypothesis or theory, to refine the operationalization or measurement of key variables,ò and to 

ñprobe the details of a particular case in order to shed light on a broader theoretical argumentò [63]. 

Eckstein suggested that plausibility probes are typically less extensive cases that are used to further build 

up or to invalidate theories that are generated from the detailed study of a single case [62]. 

After settling on the number of cases to study, Eisenhardt & Graebner suggested that researchers should 

select cases using theoretical sampling [64]. Unlike the random or stratified sampling approaches used in 

large-N studies that test existing theory, the authors argued that in order to build theory, the researcher 

should select cases according to their ability to illuminate and to extend the relationships and logic among 

theoretical constructs [64]. Although case studies are often used to build theory, Yin suggested that 

researchers should begin with a proposed theory and use dimensions of that theory to guide initial case 

selection and cross-case comparisons [58]. Finally, Geddes cautioned against selecting cases along the 

dependent variable [65]; in this research, the dependent variable is cost growth, and to avoid Geddesô 

selection bias, the selected cases have all experienced cost growth to date.  

This dissertation presents three case studies that were selected according to the acquisition communityôs 

current understanding of the cost of jointness which hypothesizes that technical and organizational 

aggregation induce complexity that ultimately contributes to cost growth.  Using this hypothesis as a 

guide, as shown in Figure 4, I selected one case of organizational aggregation (JPSS), one case of 

technical aggregation (DWSS), and one central case study that exhibited both technical and organizational 

aggregation (NPOESS). The JPSS and DWSS programs served as plausibility probe cases for the central 

case study and provided an isolated environment to investigate only the technical or the organizational 

costs of jointness. The costs on the plausibility probe cases were then compared to the more complicated 

NPOESS program, where organizational and technical factors coupled and jointly affected cost. I selected 

NPOESS as a central case study because it offered an extensive 16-year history which enabled to study 

the cost of jointness both in-depth and longitudinally.  

The selected cases are all environmental monitoring systems that execute their missions from low Earth 

orbit for the DoD, NOAA, and NASA. While the programs shown in Figure 1 (and others) were initially 

considered candidate cases as for this thesis, I intentionally omitted programs that were pure research, 



 

36 

 

single spacecraft, or weakly integrated because their timelines, program composition, and development 

processes are drastically different than the multi-spacecraft, operational, and highly integrated programs 

that are the focus of this study. I further controlled for mission and agency type by focusing only on 

environmental monitoring systems. By limiting my sample in this way, I increased my studyôs internal 

validity by controlling additional variables that may have affected program cost. While this decision 

necessarily limited my external validity, since the aforementioned agencies will likely continue partnering 

to collect environmental data in the future, this thesis addresses a persistent problem in national space 

policy.  

It is also important to note the boundaries of the selected cases: each case was studied from program 

initiation to either cancellation or to the year 2012. The NPOESS program spanned from 1993 to 2010, 

produced a significant amount of ground and space hardware, and had completed its mission critical 

design review (CDR) prior to its cancellation. JPSS and DWSS both planned to use hardware that was 

developed by NPOESS; as a result, both programs used similar technology that was at commensurate 

levels of technical maturity and these similarities facilitated comparisons across the programs. 

Furthermore, although the JPSS program continues to this day, DWSS was cancelled in 2012; to enable 

comparison between the plausibility probe cases, my analysis of JPSS focused on the years prior to 2012. 

Finally, within each case, my analysis focused primarily on the costs associated with each programôs 

space segment. Although ground system costs are discussed, NOAA, NASA, and the DoD operated their 

systems jointly and shared data on the ground prior to NPOESS; therefore, the primary technical 

component that was affected by jointness was the programsô space segment.   

 

Figure 4: Selected Case Studies 

Importantly, JPSS and DWSS were formed in an attempt to reduce NPOESSôs cost. By comparing JPSS 

to NPOESS, I isolated costs that were attributable to organizational aggregation. Similarly, by comparing 

DWSS to NPOESS, I isolated costs that were attributable to technical aggregation. Thus, using JPSS and 

DWSS as comparison plausibility probe cases, I was able to more clearly distinguish between costs that 
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were induced by either technical or organizational aggregation and those which uniquely emerged on 

NPOESS and were a function of the interaction and couplings between both types of jointness.  

1.3.2  Research Methods  

The primary source of data for this dissertation was qualitative interviews with experts who had 

experience working on or with the NPOESS, JPSS, and DWSS programs. Interview data was 

supplemented by primary and secondary source documents and by independently executed quantitative 

analyses of the programsô costs. A mixed-methods approach to addressing the research question was 

selected because mixing qualitative and quantitative methods can increase the breadth and depth of a 

researcherôs understanding [66]. Mixed methods research can provide the investigator with a richer data 

set and enable him or her to generate new modes of analysis and unique insights [67]. Using both 

qualitative and quantitative data also enables methodological triangulation [67-69] and improves the 

researcherôs confidence that his or her findings are not artifacts of the methodology that was used [69]. In 

this dissertation, I use qualitative process tracing and quantitative metrics and models to address my 

research questions and I present a more detailed discussion of these methods in Chapters 3 and 9, 

respectively.  

1.3.3  Threats to Validity  

This studyôs research design and methods were selected for their ability to control threats to validity; 

therefore, in this section, I explicitly review Campbell & Stanleyôs [70] list of threats to validity and 

discuss how they were controlled. Campbell & Stanley identify seven threats to internal validity: history, 

maturation, instrumentation, regression, selection, experimental mortality, and investigator bias [70]. Of 

these threats, regression, testing, and experimental mortality were not applicable since neither statistical 

sampling nor testing was used. George & Bennett noted that process tracing controls for both the history 

and maturation threats [57] and I controlled for possible selection bias by selecting a representative set of 

interviewees. Finally, I accounted for possible investigator bias by acknowledging that I have previously 

worked for a contractor and on government programs but that I have no prior experience working on any 

of the joint programs that were studied.  

Campbell & Stanley also identified four threats to external validity: reactive effects of experimental 

arrangements, interaction of selection biases, reactive or interaction effects, and multiple treatment 

interference [70]. Of these threats, reactive effects of experiment arrangements and multiple treatment 

interference were not applicable. I controlled for the reactive and interactive effects threats through data 

triangulation [58] and interaction of selection biases by theoretically sampling cases [71] and by selecting 

interviewees from different organizations and roles. Finally, another important limitation of this 

dissertation is the generalizability of its conclusions. As noted previously, I purposefully selected cases to 

improve internal validity; however, to enable some level of generalization, I compared my results to 

theory and found my conclusions to be consistent [72]. 

1.4  Overview of Dissertation  

The remainder of this dissertation is structured into four main sections. The first section continues my 

introduction to jointness and to the research approach that was used to study it. First, Chapter 2 reviews 
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literature that provides insights into the challenges of acquiring systems jointly. Next, Chapter 3 outlines a 

new approach for studying cost growth on complex acquisition programs and provides an overview of the 

research methodology that was used.  

The next sectionðChapters 4-7ðpresents data from my case studies. Chapter 4 provides a descriptive 

history of the cases and identifies key events and components of the programsô technical and 

organizational architectures. Chapters 5 and 6 apply the research approach that I proposed in Chapter 3 to 

create an analytic chronology of the NPOESS program and to study its technical and organizational costs. 

Chapter 7 reviews the technical and organizational costs of JPSS and DWSS and presents a cross-case 

comparison of the costs on all three programs. Overall, the purpose of these chapters is to demonstrate the 

utility of Chapter 3ôs new research approach and to review the empirical evidence from which I 

subsequently draw my conclusions.  

Chapter 8 constitutes the next major section, wherein I synthesize my case study analysis and propose the 

Agency Action Model to address my research question and to explain how and why cost growth occurs 

on joint programs. The final major section in Chapter 9 uses a trade space analysis tool, the lessons 

learned from the case studies, and the Agency Action Model to explore future opportunities for jointness. 
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2  Theoretical Perspectives on the Cost of 

Jointness 

Organization is everything. Itôs not the technology. Itôs not the 

technical problems that canôt be solved; itôs the organizations that are 

tantamount. And I donôt think they have been given enough time in the 

literature. 

          ïInterviewee 31 

Government agencies often form joint programs in response to policies that require or encourage them to 

do so. As a result, in addressing the research question ofðHow does jointness induce cost growthð

fundamentally, this dissertation examines the cost of government policies; or more generally, the cost of 

the governmentôs political actions. Previous work by Weigel provides a starting point for understanding 

the relationship between government action and system architecture; specifically, Weigel demonstrated 

that the technical impacts of policy can be observed and assessed through a systemôs architecture [73-75]. 

Although I will present evidence to support Weigelôs claim, I argue that her perspective is incomplete and 

that in addition to directly impacting a systemôs architecture, government actions also impact it indirectly, 

through the organization that manages the system. Therefore, in this thesis, I demonstrate that in order to 

understand the cost of jointnessðor more broadly, the impact that any government action has on the 

acquisition of a complex technical systemð 

One must consider how that action affects both the technical and the 

organizational architecture, as well as the relationship between them. 

In this chapter, I review literature that captures our current understanding of architecture and its 

relationship to the politics of policy making. This literature necessarily spans multiple disciplines; 

therefore, it is my goal to review only the fundamentals from each discipline and to highlight key 

elements that are shared across disciplines and that contribute to an improved understanding of the cost of 

jointness. I begin by reviewing public administration theory, continue with a review of organization 

theory, and conclude with the theory of system architecture. Importantly, before discussing theory, I 

review other causes for cost growth in the space acquisition community and identify a literature gap that 

is critical to understanding how jointness has contributed to this cost growth in the past.  

2.1  Cost Growth: Current Understanding and Literature Gaps  

To understand how jointness induces cost growth, one must also understand how it does notðor rather, 

how multiple causes of cost growth can work together and affect a programôs cost simultaneously. For 

example, although joint programs appear to incur larger cost growth than non-joint programs, cost growth 

is an endemic problem in the space acquisition community: in 2012 alone, cost estimates for NASA and 

DoD space systems increased by $2.5 billion and $11.6 billion, respectively [76-77]. In response to 

persistent cost growth, government agencies, independent committees, and academics have analyzed past 
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programs and identified four primary and four secondary root causes for cost growth in the government 

space sector. The four primary root causes for cost growth are:  

¶ Requirements, 

¶ Immature technology,  

¶ Poor system engineering,  

¶ And unrealistic cost estimates. 

The four secondary root causes for cost growth are:  

¶ Program length,  

¶ Budget and schedule uncertainty,  

¶ Contracting mechanisms, 

¶ And a weak industrial base. 

In this section, I describe each of these root causes so that they can be identified and distinguished from 

cost growth that is induced by jointness. I conclude by providing an overview of the literature that will be 

discussed in the remaining sections and by identifying the literature gap to which this dissertation 

contributes.  

2.1.1  Cost Growth: Primary Root Causes 

The first primary root causeðrequirementsðhas two distinct components: initial requirements and 

requirements creep. First, several studies noted that government space programsðparticularly in the 

defense and intelligence communitiesðattempt to satisfy all of their usersô requirements in a single step 

[77-79]. The GAO noted that when requirements are defined in this way, the resulting system is typically 

a complex ñBattle star Galactica-likeò satellite, rather than a constellation of ñsmaller, less complex 

satellites that gradually increase in sophisticationò [78]. The GAO also identified a relationship between 

requirements and technical maturity, noting that technology development is often necessary to meet a 

programôs ambitious requirements [79-80]; as will be discussed below, technology development also 

contributes to cost growth. To combat the cost growth that can occur when a programôs requirements are 

too ambitious, the GAO recommended that the space acquisition community define requirements 

incrementally and develop systems using a blocked approach that enables technology to be matured 

slowly and integrated into operational systems gradually [78]. 

Even if a programôs initial requirements are not overly ambitious, requirements creep, or changes to those 

initial requirements, has also been observed to induce cost growth [11, 78, 81]. Requirements creep is 

particularly prevalent when a programôs requirements are not well defined initially [11] or there is not 

sufficient understanding of the complexity and cost impacts of those requirements [80]. 

The studies that identified requirements as a root cause of cost growth also noted that ambitious 

requirements or requirements creep have been induced by the acquisition process itself, which 

incentivizes programs to accept all user requirements as a means to expand their constituency and 

political support [80, 82]. Nowinski & Kohler vividly described how expanding a programôs constituency 

can impact its cost by noting that: ñthe present requirements process hampers rational program 

development. The process today requires so many interested parties to óbuy inô that the really important 
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national needs get lost and/or marginalized in a myriad of desires that have to be reconciled to get 

everybody on-board. The result is that there are too many ócriticalô requirements, which drastically limit a 

program managerôs ability to balance performance, costs, and schedulesò [82]. Rather than requiring 

systems to meet a ñmyriadò of user desires, Nowinski & Kohler recommended that that government 

should simply and specifically define only a handful of critical requirements for its systems so that 

program managers can more effectively control their costs in the future [82]. The GAO has also noted that 

high launch costs often incentivize users to levy too many requirements on single systems, since doing so 

reduces the number of launches required to meet their needs [80]. 

As noted above, ambitious requirements necessitate technology development, the second primary root 

cause for cost growth. The time and cost required to develop immature technologies has been shown to be 

variable; as a result, the cost and schedule of any program that incorporates immature technologies is 

similarly uncertain [78, 83]. Multiple studies have shown that when programs are established or allowed 

to pass acquisition milestones with technically immature components, their subsequent development is 

plagued by cost growth and schedule delays [76, 78-80, 83]. As with requirements definition, programsô 

decision to incorporate immature technologies is often incentivized by the acquisition process itself: since 

the funding available to support technology development outside of a formal program is limited, 

programs are often left with no choice but to include immature technologies in their systemsô baseline 

[78, 84].  

Third, multiple reports have cited poor system engineeringðboth by the government and by its 

contractorsðas another root cause for cost growth. The Defense Science Board found that the 

government itself lacked the ability ñto manage the overall acquisition process, approve program 

definition, establish, manage, and control requirements, budget and allocate program funding, manage 

and control the budget, assure responsible management of risk, [and] participate in trade-off studiesò [11]. 

The Board suggested that the governmentôs ability to manage space acquisitions eroded as a function of 

Total System Performance Responsibility (TSPR), an acquisition strategy that was popular in the 1990s 

[11]. Using TSPR, the government ceded a significant amount of control over the system development 

and production process to its contractors and limited their oversight of contractor activities; the intent of 

TSPR was to enable cost savings by minimizing costly oversight and by allowing contractors to use 

commercial best practices [81]. Despite these intentions, contractor performance on TSPR programs was 

often poor and the combination of limited government oversight and poor contractor performance 

ultimately enabled cost growth on TSPR programs [81]. 

Outside of TSPR programs, several other factors have hindered system engineering and enabled cost 

growth. For example, the Defense Science Board noted that in the 1990s and early 2000s, program offices 

were often staffed by inexperienced military personnel on two year rotations [11] and RAND also found 

that government program offices were insufficiently staffed [85]. Of course, system engineering and 

program management suffers when it is executed by inexperienced, insufficient, or temporary staff. Other 

studies found additional system engineering deficiencies such as an inability to flow down requirements 

into testable specifications [86] and a failure to hold decision reviews at key points in a systemôs lifecycle 

[76]. In each case, weak system engineering was identified as a root cause for the cost growth that was 

observed. 
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Finally, poor cost estimates are the final primary root cause for cost growth. Historically, programs have 

underestimated their technical, cost, and schedule risks and therefore produced unrealistic cost estimates 

and included an insufficient amount of management reserve and contingency funding in their budgets [11, 

81, 82, 85-87]. RAND noted that in the context of a complex systemôs development, the cost impacts of 

technical risks can be magnified by the complicated relationships between components, noting that: 

ñ[technical] risks had ripple effects due to the complex interrelationships of the various components and 

subsystemsò [81]. Further exacerbating the cost impacts of technical risks, past programs also estimated 

their costs at the 50% confidence level, giving them a 50% probability that their final costs would exceed 

their initial estimate [11]. 

As with the other root causes, poor cost estimates are a noted outcome of the acquisition system, which 

incentivizes programs to underestimate their costs in order to get approved and contractors to under-bid 

their proposals in order to win final contracts [87]. Augustine noted that despite a rigorous cost estimating 

process by both the government and prospective contractors, cost estimates often become ñcost desire-

mentsò as contractors develop low bids in order to win and the government wants to believe that the cost 

of the system will actually be low [87]. To reduce this optimism, RAND suggested that cost estimates be 

developed outside of program offices [85] and the Defense Science Board suggested that programs 

develop budgets according to the 80% confidence level [11]. 

2.1.2  Cost Growth: Secondary Root Causes 

Secondary root causes were labeled as such because they were identified as contributing to cost growth in 

the past or were recently targeted by acquisition reform efforts. However, unlike the primary root causes, 

there is less consensus in the acquisition community on how significantly these factors affect cost. The 

results presented in this dissertation contribute to this ongoing debate. 

First, program length is a secondary root cause of cost growth because the longer it takes to develop and 

produce a system, the more likely that its initial requirements will be ambitious or will change during its 

lifecycle [78]; as a result, program length can affect cost through a programôs requirements. Augustine 

also noted the relationship between program length and cost by stating that ñif projects are stretched out 

ad infinitum, their costs, even in non-inflated dollars, will increase substantiallyò [87]. Furthermore, the 

relationship between program length and cost motivated NASAôs ñBetter, Faster, Cheaperò movement in 

the 1990s, which sought to reduce the time required to develop systems as a means to reduce their costs. 

However, not only was ñBetter, Faster, Cheaperò discontinued in the wake of several system failures, but 

a subsequent analysis of 59 programs from the Selected Acquisition Reports found no statistically 

significant relationship between a programôs length and cost or between its length and its cost growth 

[88]. 

Second, both the GAO and RAND noted that funding and schedule instability have contributed to cost 

growth on programs [76-77, 85] and Augustineôs analyses of past programs also supported this claim 

[87]. Weigelôs research on the impact of government policies on space system design further supported 

this relationship [75]; however, Coleman, Summerville, & Dameron found no statistically significant 

relationship between changes to a programôs schedule and increases in its cost [88]. 

Another secondary root cause that lacks statistically significant evidence is the relationship between 

contract type and cost growth. Traditionally, two general contracting mechanisms are used to develop 
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government space systems: fixed price and cost-plus. Fixed price contracts establish the systemôs price up 

front and any cost growth above that price is paid by the contractor. Alternatively, in a cost-plus contract, 

the government fully reimburses the contractor for its costs and pays a fee, which becomes the 

contractorôs profit. Fixed price contracts are appropriate when there is little technical risk to developing 

the system and its costs can be accurately estimated, whereas cost-plus contracts are used when there is 

greater technical risk and cost uncertainty. Despite these distinctions, contract type has been the focus of a 

considerable amount of acquisition reform; in fact, Cancian noted that the DoD ñhas continuously 

wavered between the two, drawn to fixed price contracts because of the incentives they give the 

contractor, yet stumbling on the high uncertainty in major weapons acquisitions that makes fixed price 

terms hard to setò [89]. Although programsô contracting mechanisms have garnered the attention of 

acquisition reformers, analysis of 433 contracts from 1970 to 2011 showed no statistically significant 

relationship between contract type and cost growth [86]. 

Finally, the weakness of the space industrial base is also often blamed for cost growth. Specifically, 

RAND described the conditions of the industrial base as ñturbulentò and found that lacking sufficient 

business, contractors were incentivized to underbid their proposals as a means to preserve their companies 

[81]. RAND also noted that a consolidated industrial base ñreduces the potential for future competition, 

may discourage innovation, and make costs more difficult to control.ò Interestingly, RAND also posited a 

relationship between increased jointness and industry consolidation [14]. Despite these proposed 

relationships, Augustine argued that cost is independent of the industrial base and in his seventh law 

claimed that ñDecreased business base increases overhead. So does increased business baseò [87]. 

2.1.3  Theoretical Perspectives on Cost Growth  

A critical gap in the acquisition communityôs current understanding of cost growth is how and why it 

happens in the first place. The root causes discussed above are all fairly obvious and as result, they fail to 

provide actionable recommendations. Taken at face value, it seems that all future programs need to do is 

levy good requirements, avoid technology development, and use proper system engineering practices and 

cost estimating methods. However, if staying on cost and schedule is that easy, why have so many 

programs failed to do so? 

In this dissertation, I demonstrate that the answer to that question can be found in how the government 

architects its technical systems and the organizations that acquire them. Specifically, I argue that defining 

requirements, managing technology development, and using proper system engineering and cost 

estimating methods are all activities that occur within an acquisition organizationðthe strength of which 

depends on the government policies and actions that established it. For example, ñpoor system 

engineeringò is not a fundamental root cause of cost growth; instead, it is a symptom of poorly a 

constructed organization that hindered the system engineering process.  

Similarly, government agencies often demand ambitious requirements, subsequent changes to those 

requirements, and new technology and acquisition programs accept those demands because they lack an 

explicit understanding of how they induced cost growth on past programs. Without an ability to recognize 

how much technology development is too much or how and when requirements creep will result in a 

significant cost increase, government decision makers cannot effectively assess the costs and benefits of 

their actions.  
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In order to gain this ability in the future, it is necessary to change the perspective with which we study 

cost growth. Instead of identifying superficial root causes, I argue that the acquisition community could 

benefit from analysis done at even more fundamental level. To do this, I suggest considering how agency 

actions influence acquisition organizations and their ability to effectively manage system development. 

Figure 5 illustrates the alternative perspective that I propose to study the cost of government action. As 

shown, agency actions affect acquisition programsô organizational architectures. When agency actions 

increase organizational complexity, they can directly induce cost growth by making the organizationôs 

decision making process less efficient. They can also indirectly enable cost growth by hindering the 

programôs ability to manage its technical system. As suggested by Weigel, agency actions can also 

directly affect the systemôs technical architecture [73] by increasing its complexity and thus, inducing 

cost growth. Note that in both the technical and organizational domains, I use the concept of complexity 

as a useful abstraction and theoretical construct with which to identify, classify, and organize mechanisms 

that contribute to a programôs cost. 

 

Figure 5: Relationship Between Government Policy, Organizations, Technology, Complexity, and Cost 

Public administration, organization, and system architecture theories all contribute to Figure 5ôs holistic 

perspective, to our understanding of complexity, and to the direction that is advanced by this dissertation. 

Beginning with Weigelôs work, which suggested that a systemôs technical architecture provides a means 

to translate between the policy and the technical domains [73], I draw on both system architecture and 

public administration theories. Ultimately, this dissertation expands upon Weigelôs initial claim by 

incorporating formal theories of public administrationðwhich suggest that all policy decisions are all 

fundamentally politicalðinto our understanding of policyôs relationship to system architecture. This 

dissertation also contributes to the literature stream focused on the management of technical systems, or 

the overlap between system and organizational architectures. But most significantly, this dissertation 

contributes to the space that spans all three domainsðtechnical, organizational, and politicalðand makes 

the claim that in order to understand the impacts of government action, one must understand not only how 

the action affects the system but also how the action affects the organization and its relationship to the 

system that it manages. The following sections review each literature stream and highlight the gaps and 

relationships between them which are critical to understanding the cost of jointness. 
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2.2  Public Administration:  Theory and Impacts  

The aspects of public administration theory that are most relevant to this dissertation are motivated by 

rational choice theory, which suggests that government agenciesô actions and decisions are based on 

institutional interest [90-91]. The four key characteristics of government bureaucracies that motivate their 

institutionally interested actions and are particularly important for this research include: 

¶ Hierarchical authority structures, 

¶ Unique agency missions,  

¶ Agency budgets and budget size, 

¶ And agency expertise.  

Works by Weber [92], Downs [93], and Wilson [94], provide further description of characteristics that are 

not listed above, but that remain important variables to consider when studying how government agencies 

operate outside of a joint program environment.  

Within my focus on joint program costs, three theoriesðwhich are derived from the above 

characteristicsðare particularly enlightening. The first, Downsô ñlaw of inter-organizational conflictò 

suggests that every government agency is in partial conflict with one another over its authority, mission, 

budget, and relative expertise [93]. Although Downsô law has not independently motivated a formal 

literature stream, past studies of interagency relationships have echoed Downsô proposition [59, 95-97]. 

Most literature that evokes Downsô law does so using a bureaucratic politics framework, the second 

literature stream that is applicable to this research. Bureaucratic politics literature argues that government 

policy is the result of a bargaining game amongst government officials, each of whom pursues his own 

self-interest [98]; this interest, which is intimately connected to the defining characteristics identified 

above, often pits government agencies against one another and forces them into conflict. Finally, political 

control theory discusses bureaucratic behavior in the context of a principal-agent problem, where elected 

officials are the principal and bureaucracy the agent [90, 99-101]. In this literature, the agent possesses 

expertise that elected officials do not and the relationship between the principal and agent ultimately 

affects the agentôs authority, mission, and budget.  

2.2.1  Defining Characteristics of Government Bureaucracies 

Even more fundamental to government bureaucracies than the four characteristics listed above, is the fact 

that government agencies are non-market organizations. Indeed, it is government agenciesô inability to 

respond to market-based signals that distinguishes public organizations from private ones and that 

increases the salience of the characteristics discussed below. Specifically, public organizations use 

hierarchicalðand oftentimes inefficientðauthority structures because their organizational architectures 

are not affected by market forces that that could drive them to assume a more efficient form [90, 93]. 

Furthermore, because government agencies cannot use market signals to assess the utility of the services 

or products that they provide to the public, they focus instead on promoting the salience and uniqueness 

of their missions [94, 95, 102]. Importantly, despite the widely discussed disadvantages to public 

administration, public bureaucracies exist to provide essential functions that cannot be sustained in the 

private sector, usually because they involve multi-dimensional tasks or complex and conflicting 

stakeholder networks [93, 103].  
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Downsô ñLaw of Hierarchyò suggests that, absent market forces, the only way for public organizations to 

execute complex and large scale tasks is through a hierarchical authority structure [93]. Seidman echoed 

the importance of hierarchy by noting that when government agencies reorganize, it is the resulting power 

structureðrather than the reformsô impact on agency efficiency or effectivenessðthat most concerns 

agency leaders [97]. Downs suggested that government bureaucracies are most effectively managed by 

hierarchy because a single and streamlined authority structure enables leaders to coordinate the agenciesô 

two key activitiesðexecuting its missions and developing its budgetsðmost effectively [93]. 

Specifically, Downs noted that because decisions on the bureauôs budget are inherently linked to the 

activities that the bureau performs in support of its mission, government agencies are best managed by a 

single authority structure where its decisions can be tightly coordinated [93]. In addition to highlighting 

the importance of aligning budget and mission decisions within an agency, Downs also emphasized that 

such decisions require the input of agency experts; therefore, Downs suggested that agenciesô hierarchical 

authority structures are usually aligned with internal information channels that enable the agencyôs 

experts to advise its decision makers [93].  

The importance of hierarchy is echoed by other authors (e.g. [92, 104-105]) as are the relationships 

between agenciesô decision making structures, missions, budgets, and information channels [94, 96, 106-

108]. Ultimately, the relationship between each characteristic can be understood simply in terms of 

agenciesô interest in maintaining autonomy both from elected officials and from each other [59, 93-94, 

108]. For example, Downs noted that interagency coordination is particularly challenging because it 

disturbs agenciesô hierarchical authority structures and threatens their autonomy to make and execute 

decisions independently [93]. 

The uniqueness of an agencyôs mission is also of critical importance to its autonomy: by executing a 

unique mission, agencies can eliminate their bureaucratic rivals and establish a monopoly over its mission 

[93-94, 107-108]. A key challenge for agencies is ensuring that their jurisdiction matches their mission 

[94] or rather, that they have full decision authority to execute a unique mission for the government. 

Wilson noted that a mission-jurisdiction match is best achieved when an agency is first formed and that 

several undesirable outcomes can result when mission and jurisdiction are not matched [94]. For example, 

when agenciesô missions overlap, they may find themselves in conflict with one another over which 

agency has decision authorityðor jurisdictionðto execute the mission [94]. Agencies will also resist new 

missions that differ significantly from their unique, core mission [97] and will oppose other agencies that 

attempt to gain jurisdiction over that mission [93]; interagency conflicts of this type will be discussed 

further in below.  

Also critical to an agencyôs autonomy is the size of its budget: a large budget signals that an agencyôs 

mission is critical to the government and ensures that the agency can continue effectively executing that 

mission [94, 96, 106]. Nickansen argued that the size of an agencyôs budget is so critical that it can serve 

as a proxy for the agencyôs utility function: just as private firms aim to maximize profits, government 

agencies aim to maximize the budgets that they are allocated [106]. While Rouke and Wilson echoed the 

importance of budget size, they argued that budget maximization is simply a means to increase autonomy: 

agenciesô primary goal [94, 96]. Specifically, Rouke argued that agencies seek more resources so that 

they can strengthen their political position with respect to bureaucratic rivals and enhance their ability to 

execute their missions [96].  
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Finally, a great source of agenciesô power and ability to maintain autonomy comes from their expertise; 

indeed, bureaucracy exists to implement government policies that require specialized knowledge and 

expertise that elected officials do not possess. Government bureaucracies are experts on mission 

execution and it is this expertiseðwhich exists only within an agencyðthat provides a significant source 

of agency power over elected officials [96, 102, 109]. Expertise can increase agency power in two ways. 

First, by providing expert advice, agencies can influence elected officialsô decisions and second, agencies 

can exercise discretion as to how they implement elected officialsô policies [110]. Agencies can also use 

the power of their expertise to emphasize the salience of their mission [93, 95, 96], to request larger 

budgets [96, 106], and to gain greater autonomy in their decision making and mission implementation 

processes [101]; thus, agenciesô expertise and unique technical capabilities provide them with a 

significant source of power over one another and over elected officials themselves.  

2.2.2  Bureaucratic Politics 

As noted above, agencies struggle for autonomy both from their bureaucratic rivals and from elected 

officials; however, Downsô ñlaw of inter-organizational conflictò is primarily concerned with the former. 

With respect to other agencies, individual agencies seek a distinct area of expertise, a clearly defined and 

unique mission, and jurisdiction (or decision authority) over that mission [93]. Bureaucratic rivals are 

other agencies that threaten any of those things; by seeking autonomy, agencies attempt to establish a 

permanent claim over their resources, missions, and jurisdiction by eliminating external threats that are 

posed by their rivals [93-94].  

Downs described agenciesô struggle for autonomy using the concept of territoriality, illustrated in Figure 

6. Specifically, Downs defined the concept of ñpolicy spaceò as an N-dimensional space composed of the 

N functions that are performed by the government bureaucracy. Policy space can be occupied by several 

bureaus simultaneously and the bureausô proximity to each other represents the similarity of their mission 

[93]; as noted by Downs and others [93-94, 96], the probability of interagency conflict increases as 

agenciesô missions increase in similarity. The similarity of agency missions is illustrated by the interior 

and exterior territorial zones shown in Figure 6. In the interior, Downs defined the heartland to be the 

region of policy space over which one agency is wholly dominant and the interior fringe to still 

dominated by one agency but to also to be influenced by others. Alternatively, the exterior is the region in 

which other agencies exert influence. In the periphery, another agency is dominant, but our agency of 

interest still exerts some influence. Our agency of interest has no influence in alien territory, which is 

fully dominated by another agency and no agencies dominate ñno manôs land,ò although several may 

exert influence there.  

According to Downs, agencies are fundamentally territorial and imperialistic, since they both resist 

encroachment into their space and try to influence other agenciesô activities by ñinvadingò their interior 

fringe or heartland [93]. Using this metaphor, Downs noted that agency conflict affects the potential for 

cooperation because ñwhenever social agents interact, their individual imperialisms are bound to create 

some conflicts between them, although their relations as a whole may be dominated by cooperationò [93]. 

Particularly important for this research, Downs also noted that territoriality induces ñbureaus to consume 

a great deal of time and energy in territorial struggles that create no socially useful productsò [93]. A key 

gap in this literature is a connection between the un-useful social products theorized by Downs and the 

cost of jointness. 
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Figure 6: Downs' Law of Inter-Organizational Conflict (Recreated from Downs, 1972) 

Wilson, Rouke, and Seidman also discussed Downsô ñlaw of inter-organizational conflictò and its 

implications for interagency coordination and jointness. Wilson noted that agencies view joint activities 

as a threat to autonomy and therefore, will resist cooperating or will define interagency cooperation 

agreements to specifically protect their individual autonomy [94]. Rouke extended Downsô concept of 

territoriality using a war metaphor and described interagency committees as ñthe gray and bloodless 

ground of bureaucratic warfare, a warfare of position, not of decisive battlesò [96]. Rouke also warned 

that when interagency activities are forced, cooperation simply ñmasks bitter and protracted warfareò 

[96]. Finally, Seidman noted that interagency collaboration is ñrarely neutralò because it can only occur 

when one agency gains territory at the expense of another [97]. Like Rouke, Seidman militarized Downsô 

territory analogy and warned that when agencies coordinate, ñthe battle for position is never-ending and 

grows more intense as agencies seek to gain control or at least to exercise influence over the growing 

number of new and important programs that cut across established jurisdictional linesò [97]. Like the 

other authors, Seidman suggested that interagency conflict is primarily motivated by agenciesô struggle 

for autonomy [97].  

Several authors have analyzed the outcomes of interagency conflict using a bureaucratic politics 

framework [59, 95, 100] which suggests that government decisions are the result of ñcompromise, 




































































































































































































































































































































































































































































































































































































