Abstract—The next generation of satellite communications will be characterized by a paradigm shift that will transform a traditionally static market into a frequently shifting environment. Fluctuating demand, highly flexible payloads, and the usage of non-geostationary orbits will boost the constellations’ capacity to unthinkable limits, at the cost of additional complexity. This novel operational context carries unique problems that were non-existent in earlier stages of this industry. In this paper, we formulate and solve one of these novel problems, the Beam-to-Satellite scheduling problem, which focuses on deciding when to activate and deactivate a specific beam on a particular satellite. First, we describe the problem in terms of its scheduling variables, time-related constraints, and objective function, based on a combination of load balancing between the satellites and interference minimization. Second, we derive a linear-integer programming formulation of the problem, which can be optimally solved using common mathematical solvers. Given that those are computationally infeasible for high-dimensional scenarios (i.e., >200 beams), we then propose a single-objective PSO implementation. Finally, we test the algorithm over different high-dimensional scenarios taken from a realistic dataset, with tens of thousands of beams, provided by a satellite operator. Our PSO approach proves to be an effective technique to scan the search space and reach a satisfactory solution in a reasonable time. Using the same dataset, we benchmark the PSO implementation against heuristic solutions and show that it improves by between 39% and 73% the resource consumption overhead and around 30% the demand balancing between the satellites. In addition, we also demonstrate that it outperforms other metaheuristics, such as genetic algorithms and probabilistic algorithms, over all scenarios considered.

1. INTRODUCTION

Motivation

The landscape of satellite communications will undergo a deep transformation in the following years. Large-scale constellations ranging from tens to thousands of satellites (e.g., SES, SpaceX, Amazon), the disruption of novel highly flexible payloads (e.g., steerable phased array antennas, adaptable modulation and coding strategies), and more fluctuating and varying demand (e.g., more Internet-driven services in isolated areas, streaming capabilities in planes and ships) will convert a traditionally static operation into frequently shifting, high-dimensional environment. Furthermore, the usage of non-geosynchronous orbits (NGSO) implies a time-dependency that was non-existent in prior generations of this industry. As former manual operations become unfeasible and obsolete under the new high-dimensional environment, the need for novel approaches becomes clear. In this line, major focus has been put during recent years, both in academia and industry, to deal with the dynamic resource allocation (RA) problem and its peculiarities.

While the RA in the context of satellite communications encloses many different sub-problems, in this paper we focus on the Beam-to-Satellite scheduling problem, which is defined as deciding when to start and stop serving a specific user from a particular satellite. Given that in the next generation of constellations, most positions on Earth will have two or more satellites visible at all times, the Beam-to-Satellite scheduling needs to decide which satellite is serving each user at each time and when to transition from satellite to satellite (handover). In addition to the time-dependency, the technology enhancements allow operators to use hundreds or even thousands of beams, which makes the Beam-to-Satellite scheduling problem a deeply complex, high-dimensional problem. In this context, artificial intelligence (AI) offers attractive techniques to deal with the additional intricacies.

While many traditional satellite resources have already been studied under an AI lens and countless different competitive solutions have been proposed, some of the novel time-dependent problems have yet to be studied by the research community. In this work, we aim to close part of this gap by studying the Beam-to-Satellite scheduling problem and proposing a particle swarm optimization (PSO) algorithm to solve it. Based on a combination of load balancing between the satellites and interference minimization, we benchmark and contrast the proposed algorithm against other commonly used AI and traditional techniques under realistic conditions in high-dimensional scenarios.
Literature review

The RA problem for satellite communications has gained the interest of many researchers during the last decades. While power allocation and frequency assignment are the most studied sub-problems \([1,5]\), the beam placement problem (i.e., the problem of clustering users and deciding how many beams to use) adapted to the new conditions has also been given some attention recently \([6,7]\). On a minor scale, some works also study the beam shaping problem \([8]\) and the beam-gateway routing problem \([9]\). However, the amount of research outside of these sub-problems is scarce. Because it only arises due to the new flexibility, the authors were not able to find detailed studies regarding the Beam-to-Satellite scheduling problem as described in this work. Note that, up until this point, most operators had only one satellite visible at all times (either by using a single GΩ satellite or NGSO constellations with few satellites), which makes the problem trivially solvable. Only for flexible large-scale constellations is this problem applicable, which explains the general lack of studies on this issue.

Nevertheless, scheduling problems are common in other engineering areas. Originally formulated to maximize the effectiveness of computing architectures \([10]\), scheduling problems expanded rapidly into common industrial operations such as production optimization \([11]\) and goods handling \([12]\). By discussing the detailed timings of clinical procedures, \([13]\) shows that scheduling problems can also be found outside of the engineering field. On a more recent timescale, many studies have tried applying AI techniques to solve scheduling problems. Authors in \([14]\) describe the advantages and disadvantages of three AI techniques (genetic algorithms, neural networks, and fuzzy logic) by contrasting 10 different scheduling-related studies. Using a more descriptive approach, the survey reported in \([15]\) analyzes over 50 different works and concludes that, while genetic algorithms (GA) is the most used technique, it is unclear which method performs best on equal conditions.

The success of metaheuristics in other similar scheduling problems motivates their usage for the novel Beam-to-Satellite scheduling problem. Specifically, PSO algorithms have proven successful on several applications \([16,17]\) due to their efficient search of the solution space even with a limited number of individuals. Furthermore, they have also achieved satisfactory results on diverse instances within the RA problem in satellite communications \([18,19]\). In general, PSO algorithms prove to have a fast convergence and adequate scalability properties \([1,20]\), which makes them suitable for high-dimensional problems.

Paper objectives

The objectives of this work are threefold: present and formulate the Beam-to-Satellite scheduling problem in the context of satellite communications, solve it using a single-objective PSO, and assess the quality of the solution by testing it under realistic conditions in high-dimensional scenarios and comparing it to other commonly-used techniques.

Paper structure

The remainder of the paper is organized as follows: Section 2 presents the single-objective formulation for the Beam-to-Satellite scheduling problem; Section 3 introduces the necessary PSO flight mechanisms and initialization considerations; Section 4 shows the results of this work in terms of algorithm convergence and performance comparison with other techniques; and, finally, Section 5 remarks the conclusions of this work.

2. THE BEAM-TO-SATELLITE SCHEDULING PROBLEM

This section presents the Beam-to-Satellite scheduling problem as well as a single-objective formulation of the problem based on a combination of load balancing and interference minimization.

Problem description

In this work we consider a single-plane, multi-beam, high-throughput satellite constellation with \(N_b\) prefixed beams and \(N_s\) satellites. An example constellation is shown in Figure 1. The rate of change of the right ascension of the ascending node (RAAN) of the orbit is assumed to be sufficiently slow so that the orbit can be assumed to be periodic within a single satellite rotation. The altitude of the orbit \(h\) (and, thus, the period \(P\)), as well as the position \(lon_i, lat_i\) of each beam \(i\) is known. As a simplification, we assume that all beams consume their peak demand \(d_i\) at all times. Since the movement of the satellites do not allow them to continually serve a beam, beams need to switch satellites over time. We assume that each beam is served by a single satellite a total time of \(T_s = P/N_s\) per rotation and that the serving window is continuous (i.e., cannot be split into multiple sub-windows).

We define the Beam-to-Satellite scheduling problem as deciding which satellite is serving each beam at each time (i.e., when to place the serving window) so that the beam is continually served and the satellite resource consumption is minimized. By minimizing resource consumption, the aim of this problem is to increase the overall system’s capacity by efficiently managing the system’s resources.

Since the orbital ground track can be assumed to be fixed (due to small RAAN change), the beams are static, and their demand is assumed constant, all satellites observe the same conditions in terms of beam visibility and demand with a time-shift of \(T_s\). In other words, the conditions regarding the sub-group of visible beams only depend on the geographical position. Consequently, it is sufficient to solve for a single satellite rotation and propagate the solution to the rest of the constellation with the required time-shift.

Problem formulation

Given the previous statement, we can define a reference satellite \(S\) that, at \(t_0\), is located at position \(p_s(t_0)\). Since the
Assuming all beams are served a total window of $T_2$. For a specific beam $i$, we define the starting time $t_{\text{start},i}$ as the first time in which the visibility conditions allow satellite $S$ to serve beam $i$ (i.e., the satellite $S$ sees beam $i$ with an elevation angle equal to the minimum elevation angle). Similarly, $t_{\text{end},i}$ is the second (and final) time after which satellite $S$ can no longer serve beam $i$. A 4-beam example of the definition of $t_{\text{start},i}$ and $t_{\text{end},i}$, as well as the serving window, is shown in Figure 2.

[Figure 2: Example of the time visibility and serving window for 4 beams.]

Assuming all beams are served a total window of $T_s$ by a satellite, we will define $t_{\text{stop},i}$ ($t_{\text{stop},i} = t_{\text{end},i} - T_s$) as the final time in which we can start serving a specific beam while satisfying the window constraints. With this definitions, we can redefine the Beam-to-Satellite scheduling problem as finding, for each beam, the initial serving time $t_i$, such that $t_{\text{start},i} \leq t_i \leq t_{\text{stop},i}$, so that satellite resource consumption is minimized. Note that the continual service constraint is satisfied by definition: since all satellites have the same scheduling plan shifted $T_s$, and satellite $j$ takes $T_s$ to get to the same position as satellite $j$, the beam is served continually.

**Problem objective**

Given that the satellite resources are limited (e.g., limited frequency spectrum, limited power usage), minimizing the usage of resources corresponds to avoiding overlapping between beams, which is equivalent to balance the load of the beams between satellites to avoid additional consumption. In other words, two beams that are served by the same satellite have to compete for the same resources, which implies a consumption overhead that could be avoided by using different satellites. For this purpose, we define that two beams $\{i, j\}$ overlap if, at some point in time, they are both active on the reference satellite $S$:

$$y_{ij} = \begin{cases} 1 \text{ if } & \left\{ t_i < t_j + T_s \right\} \\ 0 \text{ otherwise} & \left\{ t_j < t_i + T_s \right\} \end{cases}$$

While $y_{ij}$ denotes if any two beams are overlapping, the overhead induced by two highly-demanding overlapping beams will be significantly higher than that from two low-demanding beams. To accommodate this factor, we define the frequency consumption of a beam as:

$$f_i = \frac{d_i}{\Gamma_i}$$

Where $\Gamma_i$ is the spectral efficiency if beam $i$. To avoid having to solve the power allocation problem to find the exact value of $\Gamma_i$, we will assume a standard value $\Gamma$ for all beams. Next, we define the number of frequency channels consumed $\eta_i$ as:

$$\eta_i = \left\lceil \frac{f_i}{c} \right\rceil$$

Where $c$ is the bandwidth of a channel, defined by the satellite architecture. Then, we define the number of overlapping channels as:

$$B_{ij} = \min(\eta_i, \eta_j)$$

$B_{ij}$ represents the amount of interfering channels between beam $i$ and beam $j$ and scales with the demand of the least demanding beam. Finally, two beams that are geographically sufficiently close so that they may interfere have additional overhead. This will be represented using an adjacency matrix:

$$A_{ij} = \begin{cases} N_r \text{ if close enough to interfere} & 1 \text{ otherwise} \end{cases}$$

Similarly to [4], in this work we will assume that two beams are close enough to interfere if, at any point in time where the beams can be served by the same satellite, the angular distance between the center-line of each beam is less than four times the half-cone angle of the beam. The overhead factor induced from two beams that can interfere is equal to the frequency reuse factor $N_r$. With all these elements, we can define the objective function as:

$$\min \sum_{i,j,i\neq j} y_{ij} B_{ij} A_{ij} = \sum_{i,j,i\neq j} y_{ij} C_{ij}$$

Then, the Beam-to-Satellite scheduling problem can be formally defined as:

$$\min \sum_{i,j,i\neq j} y_{ij} C_{ij}$$

s.t. $$y_{ij} = \begin{cases} 1 \text{ if } & \left\{ t_i < t_j + T_s \right\} \\ 0 \text{ otherwise} & \left\{ t_j < t_i + T_s \right\} \end{cases}$$

$$t_{\text{start},i} \leq t_i \leq t_{\text{stop},i}$$

While this formulation is not linear, the transformations shown in Appendix A allow for a linearization of the problem.
### 3. The PSO Implementation

This section presents the particle swarm optimization (PSO) algorithm used to solve the scheduling problem. First, the basic elements of PSO, such as particle position and velocity, are introduced. Then, we define the position of the particle in terms of the decision variables of the Beam-to-Satellite problem. Finally, the specific flight mechanisms are detailed and some initialization observations are made.

**Concepts of particle swarm optimization**

PSO is a metaheuristic, population-based, and iteration-based algorithm inspired by the movement of bird flocks [21]. Each individual (also known as particle) is characterized by a position and a velocity. The position is a set of coordinates that represent a solution in the search space, while the velocity denotes the rate of change of these coordinates. At each iteration, the position of each particle is updated according to their previous position and current velocity. Similarly, the velocity component is also updated according to the current position of all particles in the population. By prioritizing interesting regions, the intention is that the set of particles (also known as swarm) converges to optimal or close-to-optimal areas of the search space.

Three factors motivate the usage of PSO for the Beam-to-Satellite scheduling problem: 1) PSO offers fast convergence and adequate scalability properties [1] due to the simplicity of operations and the update of all elements at once, 2) PSO works well for continuous decision variables (note that, in Equation 7, \( y_{ij} \) is not a decision, but rather an auxiliary variable), and 3) PSO has already proven successful in other scheduling problems [16, 17] and RA sub-problems [18, 19].

**PSO on the Beam-to-Satellite scheduling problem**

In order to apply the PSO for the Beam-to-Satellite scheduling problem we need to define the position in terms of the decision variables of the problem. For this purpose, we define the position as an array with as many coordinates as beams (i.e., length of \( N_i \)) where each coordinate represents the starting point of the serving window of beam \( i(t) \).

The whole search of the algorithm is governed by the objective function defined in Equation 7. This Equation defines the objective value of each particle. In order to minimize this value, we define that a particle is **better** than another if their objective value is lower. A particle is the **best** particle in the swarm if its objective value is the lowest with respect to all other particles.

**Flight mechanisms and particle movement**

One of the most important factors to obtain a successful PSO implementation is to properly update the velocity of each particle so that promising regions are prioritized. Although many different approaches have been proposed throughout the years, most of them coincide in three main factors:

- **Global pull \( G \):** each particle is attracted towards the best particle in the swarm. For particle \( p \), the formula to compute the global pull for iteration \( t \) is:
  \[
  G_{p,t} = \alpha g(x_g - x_{p,t-1})
  \]
  Where \( \alpha \) is a random value taken from a random uniform distribution between \([0, 1]\), \( g \) denotes the weight factor of the global pull, \( x_g \) is the best position of the swarm so far, and \( x_{p,t-1} \) is the current position of particle \( p \).

- **Local pull \( L \):** each particle is attracted towards the best position it has visited so far. In a similar fashion as the global pull, the formula to compute the local pull for iteration \( t \) is:
  \[
  L_{p,t} = \beta \left( x_{p,\text{best},t} - x_{p,t-1} \right)
  \]
  Where \( \beta \) is a random value taken from a random uniform distribution between \([0, 1]\), \( l \) denotes the weight of the local pull, \( x_{p,\text{best},t} \) is the best position of the current particle so far, and \( x_{p,t-1} \) is the current position of particle \( p \).

- **Inertia pull \( I \):** represents the tendency of a particle to continue in a specific direction. In this case, the inertia pull for particle \( p \) at iteration \( t \) is simply the previous velocity \( v_{p,t-1} \) multiplied by a decay factor \( w \):
  \[
  I_{p,t} = w v_{p,t-1}
  \]

Once these three factors are computed, we can proceed to update the velocity and position according to the formulas:

\[
egin{align*}
  v_{p,t} & = G_{p,t} + L_{p,t} + I_{p,t} \\
  x_{p,t} & = x_{p,t-1} + v_{p,t}
\end{align*}
\]

As done in many PSO applications [16, 19], we limit the maximum speed for each coordinate to avoid flying by interesting regions without exploring them. The explained mechanism is sufficient to execute a simple version of the PSO algorithm. However, to avoid early convergence and improve performance, we included the concept of mutation to the PSO implementation. This idea has already been applied with satisfactory results to other PSO implementations [19, 22]. After the flight, each particle has a small probability \( p_{mut} \) of suffering a mutation that affects a fraction \( p_{mut} \) of its coordinates by changing their value to a random, valid new coordinate.

**Initialization and other considerations**

In order to obtain solutions with sufficient diversity across the search region, all initial positions and velocities are selected from a uniform random distribution within the valid range. As in this problem we have no initial hint on where the interesting regions are, random initialization increases the probability of rapidly finding an interesting region compared to other heuristic approaches, and avoids getting trapped in manually-induced local optima.

In addition to the concept of mutation, we also use the notion of selection in our PSO implementation. Before a specific iteration, we save the current state of the swarm and, after the iteration, both previous and new particles follow a selection process in which only the best particles are kept. Specifically, we use a simple fitness comparison in which only the particles with higher fitness (better objective value) are selected for the next iteration.

### 4. Results

This section presents and discusses the results and performance of the PSO implementation. First, the test constellation, as well as the benchmarking scenarios are introduced. Second, alternative solutions are briefly discussed. Third, the convergence results for the PSO are shown. Finally, the performance comparison is detailed.

**Test constellation and benchmark scenarios**

The constellation used for the experiments is inspired in the O3b mPower constellation [23, 24], which consists of ten
satellites at 8,062 kilometers operating in an equatorial orbit. As specified in the filings, the minimum elevation angle is assumed to be 10°. The number of frequency re-use $N_r$ (Equation 5) is assumed to be 10. The average spectral efficiency $\Gamma$ (Equation 2) will be set to 2.

The user model is provided by SES S.A. and consists of tens of thousands of users distributed across the world. The peak demand and position of each user is defined by the model. To cluster the users into beams, we applied the algorithm explained in [7]. For comparison purposes and given that this algorithm provides a Pareto Front of solutions with different trade-offs between number of beams and resource consumption, we selected four specific solutions: scenario A with $\approx 4000$ beams, scenario B with $\approx 6000$ beams, scenario C with $\approx 10000$ beams, and scenario D with $\approx 20000$ beams. While the four scenarios aim to serve the same demand, we want to analyze the effects that the user density has on the final solution. Together with this and to better analyse the scaling properties of the implementation, we divided each scenario into seven different cases: 1) 50 beams, 2) 100 beams, 3) 200 beams, 4) 500 beams, 5) 1000 beams, 6) 2000 beams, and 7) all beams. The process of selecting a subset of beams follows the subsequent logic: 1) select randomly one beam, 2) select the $k$ closest beams as required. We applied all algorithms to all scenarios and cases, except when the combination was computationally or memory-wise infeasible. All the results shown in this work are the average of 5 independent runs. The convergence results and load balancing results for the PSO have been executed on scenario B.7.

Alternative solutions

This subsection briefly discusses other alternative solutions to the Beam-to-Satellite scheduling problem that will serve as a comparison to assess the performance of the PSO implementation.

Heuristic approach (HEU)—Although many heuristics can be formulated for this problem, we will use a simple solution for which all variables are initialized to the center of its visibility window. In other words, each beam is served by the closest satellite, without taking any further interference or balancing consideration.

Integer programming (IP)—As show in Appendix A, the problem can be transformed into a linear-integer programming formulation, for which commercial mathematical solvers can be used. For our implementation, we used the Gurobi® solver. This approach achieves the optimal solution, but has scalability issues in high-dimensional scenarios.

Cross-entropy method (CE)—This method is based on keeping an explicit probability distribution for each variable. At each iteration, the space region is sampled and a new probability distribution is selected based on the best samples, until convergence. The implementation of this method is based on the pseudo-code presented in Section 8.4 of [25].

Genetic algorithm (GA)—Similar to PSO, GA is a meta-heuristic, population-based algorithm. GA is inspired by evolution procedures, in which a specific population evolves over time by the crossing of its members and the mutation of some individuals. The solution is coded into the individuals’ genes and new individuals represent either union or alteration of previous solutions. After each generation, only the fittest individuals are kept. Specifically, the selection process follows a similar logic as explained in Section 3 for the PSO.

$$\text{Parameter} \quad \text{Value}$$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterations</td>
<td>200</td>
</tr>
<tr>
<td>Swarm size</td>
<td>20</td>
</tr>
<tr>
<td>Global pull weight ($g$)</td>
<td>2</td>
</tr>
<tr>
<td>Local pull weight ($l$)</td>
<td>2</td>
</tr>
<tr>
<td>Inertia weight ($w$)</td>
<td>0.729844 [26]</td>
</tr>
<tr>
<td>Mutation probability ($p_{mut}$)</td>
<td>15%</td>
</tr>
<tr>
<td>Mutated coordinates ($p_{mutx}$)</td>
<td>1%</td>
</tr>
<tr>
<td>Maximum speed</td>
<td>0.03$P$</td>
</tr>
</tbody>
</table>

Table 1: PSO parameter selection. $P$ is defined as the period of the orbit.

$$\text{Parameter} \quad \text{Value}$$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of points</td>
<td>50</td>
</tr>
<tr>
<td>Number of references</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2: Cross-entropy parameter selection

$$\text{Parameter} \quad \text{Value}$$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generations</td>
<td>200</td>
</tr>
<tr>
<td>Population size</td>
<td>20</td>
</tr>
<tr>
<td>Crossing probability</td>
<td>80%</td>
</tr>
<tr>
<td>Mutation probability</td>
<td>20%</td>
</tr>
<tr>
<td>Mutated genes</td>
<td>1%</td>
</tr>
</tbody>
</table>

Table 3: GA parameter selection

![PSO convergence results](image)

Figure 3: Evolution of the best objective value for a single PSO execution in scenario B.7. All values have been normalized against the heuristic value.

For this particular problem, we represent each timing-related variable with one gene.

Algorithm hyperparameters

Tables 1, 2, and 3 contain a summary of the relevant parameters for the PSO, cross-entropy, and GA executions, respectively.

Convergence results

Figure 3 shows the evolution of the algorithm throughout a single PSO run on scenario B.7. All values have been
normalized against the heuristic value for the same scenario and case. Similarly to other PSO implementations, the algorithm achieves large improvements (from 0.85 to 0.74 on the objective value) during the first portion of the execution (25 iterations). After that, the improvement rate slows down, only being able to achieve around 0.01 in the following 175 iterations. Furthermore, after iteration 75, the algorithm has largely converged, and further changes are only a result of the particle mutation implementation. We conclude that the PSO has a fast convergence for this problem and that 200 iterations are sufficient to generate a reasonably good solution since further iterations only change the result marginally.

**Performance comparison**

While the previous results show how the solution evolves and improves over time until convergence, it is hard to assess the quality of the algorithm for the Beam-to-Satellite scheduling problem without further analysis. For this purpose, we implemented other commonly used techniques to compare the performance of our proposed solution. Figure 4 presents the results for all algorithms on the four scenarios. Specifically, Table 4 details the results for scenario B. The behaviour of each algorithm can be summarised as follows:

- **Particle Swarm Optimization (PSO):** it dominates all other implementations in high dimensional scenarios (i.e., > 200 beams). Thanks to its fast convergence, it is able to rapidly achieve a satisfactory solution, improving between 39% and 73% the heuristic baseline in all cases.
- **Heuristic (HEU):** although it gives the worst result, the heuristic serves as a baseline to compare the other approaches. This implementation also gives an intuition on how simple heuristics perform against more complicated approaches on this problem.
- **Integer Programming (IP):** since it gives the optimal solution, the IP implementation outperforms all other algorithms in low dimensional scenarios. Nevertheless, it is unable to scale: due to the quadratic dependency shown in Appendix...
Table 4: Detailed performance results for scenario B ($\approx$6,000 beams). For a better comparison, all results have been normalized against the heuristic result of the specific case.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>$\approx$6000</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO (ours)</td>
<td>0.48</td>
<td>0.46</td>
<td>0.44</td>
<td>0.48</td>
<td>0.49</td>
<td>0.59</td>
<td>0.74</td>
</tr>
<tr>
<td>HEU</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>IP</td>
<td>0.34</td>
<td>0.32</td>
<td>0.34</td>
<td>0.34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CE</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.51</td>
<td>0.50</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>GA</td>
<td>0.48</td>
<td>0.51</td>
<td>0.53</td>
<td>0.61</td>
<td>0.63</td>
<td>0.75</td>
<td>0.84</td>
</tr>
</tbody>
</table>

In conclusion, the PSO outperforms all other techniques in high dimensional scenarios, achieving between 39% and 73% improvement over the heuristic approach, between 1% and 7% over the cross-entropy method, and between 10% and 15% over a standalone GA version, in cases with more than 200 beams. In general terms, we conclude that the PSO provides solutions with a better load balance between the satellites and less interference constraints between the beams.

As mentioned in Section 2, distributing the demand load between the satellites is one of the key drivers of the optimization process. To further understand the behaviour of the algorithm, it is useful to highlight the load balancing results compared to the heuristic approach. Figure 5 shows the demand as an aggregation of all the active beams on the satellite over each longitude. As shown, the heuristic approach does not manage to balance the load of the beams, which results in naturally dense areas being more loaded. This produces regions with very high peaks and regions with very low peaks. On the other hand, the PSO implementation reduces the standard deviation around 30% compared to the heuristic solution, dwindling both the high and low peaks to achieve a more balanced distribution.

5. Conclusions
This work presented and proposed a solution for the Beam-to-Satellite scheduling problem in high-throughput multibeam satellite communications constellations. First, we described and formulated the problem based on a single-objective function that combines load balancing between the satellites and interference minimization. In this line, we also performed a linearization of the problem to be solved with standard traditional solvers. Due to the poor scalability of these techniques, we then proposed a PSO implementation to solve the Beam-to-Satellite scheduling problem in high-dimensional scenarios. Finally, we introduced 4 alternative techniques and discussed the outcomes of the proposed solution both in terms of convergence results and performance comparison with the alternative options. The conclusions of this work can be summarized as follows:

- The Beam-to-Satellite scheduling problem for high throughput, multi-beam, uni-planar satellite constellations can be formulated as a linear-integer problem where the number of variables scales quadratically with the number of beams.
- The integer programming method is the only one able to find the optimal solution in low dimensional scenarios. However, due to their inability to scale, the PSO implementation dominates other solutions in high-dimensional scenarios.
- PSO outperforms all other techniques in cases with more than 200 beams, achieving between 39% and 73% resource consumption overhead reduction over the heuristic approach, between 1% and 7% over the cross-entropy method, and between 10% and 15% over a standalone GA version.
- In terms of load balancing, the proposed technique is able to reduce around 30% the demand imbalance between the satellites compared to a simple heuristic approach.

Possible future work will cover:
- Comparison with other AI techniques, such as reinforcement learning methods, for a more detailed insight on the problem and proposed solution.
- Expansion of the presented formulation to multi-plane satellite constellations.
- Inclusion of non-static factors, such as mobile beams or constellation drifting, to the formulation.
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Appendices
A. Linear-Integer Formulation
Although the formulation presented is not linear, we can linearize it with some mathematical transformations. First,
we can define $y_{ij}^+$ and $y_{ij}^-$ as:

$$y_{ij}^+ = \begin{cases} 1 & \text{if } t_i < t_j + T_s \\ 0 & \text{otherwise} \end{cases} \tag{12}$$

$$y_{ij}^- = \begin{cases} 1 & \text{if } t_j < t_i + T_s \\ 0 & \text{otherwise} \end{cases} \tag{13}$$

Then, $y_{ij}$ is just the logical AND of $y_{ij}^+$ and $y_{ij}^-$. In other words:

$$2y_{ij} \leq y_{ij}^+ + y_{ij}^- \tag{14}$$

$$y_{ij} \geq y_{ij}^+ + y_{ij}^- - 1$$

$$y_{ij} \in \{0, 1\}$$

Next, we define $M$ as a large number so that $M > |t_j + T_s - t_i|$ $\forall i, j$. This allows us to write $y_{ij}^+$ and $y_{ij}^-$ as:

$$M(y_{ij}^+ - 1) < t_j + T_s - t_i \leq M y_{ij}^+ \tag{15}$$

$$M(y_{ij}^- - 1) < t_i + T_s - t_j \leq M y_{ij}^-$$

Now, we can rewrite the problem formulation as:

$$\min \sum_{i,j,i\neq j} y_{ij} C_{ij}$$

s.t. $2y_{ij} \leq y_{ij}^+ + y_{ij}^-$

$$y_{ij} \geq y_{ij}^+ + y_{ij}^- - 1$$

$$M(y_{ij}^+ - 1) < t_j + T_s - t_i \leq M y_{ij}^+$$

$$M(y_{ij}^- - 1) < t_i + T_s - t_j \leq M y_{ij}^-$$

$$t_{\text{start}, i} \leq t_i \leq t_{\text{stop}, i}$$

$$y_{ij}, y_{ij}^+, y_{ij}^- \in \{0, 1\}$$

Which is a linear-integer formulation of the problem. It is important to note that, although the problem is linear, the number of variables scales quadratically with the number of beams $O(3n^2 + n)$, which may pose scalability problems in traditional mathematical solvers when the number of beams is too high.
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