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Abstract—With the reduced distance between satellites in modern megaconstellations, the potential for self-interference has emerged as a critical challenge that demands strategic solutions from satellite operators. The goal of this paper is to propose a cooperative framework that combines the Satellite Routing (i.e., mapping of beams to satellites) and Frequency Assignment (i.e., mapping of frequency spectrum to beams) strategies to mitigate self-interference both within and between satellites. This approach stands in contrast to current practices found in the literature, which address each problem independently and solely focus on intra-satellite interference. This study presents a novel methodology for addressing the Satellite Routing problem, specifically tailored for modern constellations to maximize capacity while effectively mitigating self-interference through the use of Integer Optimization. By combining this method with established Frequency Assignment techniques, the results demonstrate an increase in throughput of up to 138% for constellations such as SpaceX Starlink. Notably, the study reveals that relying on individual approaches to tackle interference may lead to undesired outcomes, underscoring the advantages of a cooperative framework. Through simulations, the study highlights the practicality and applicability of the proposed method under realistic operational conditions.
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I. INTRODUCTION

The increasing prominence of satellite communications is revolutionizing the accessibility and availability of broadband Internet, fundamentally transforming the possibilities of when and how societies can connect. By virtue of their capacity to traverse vast distances without relying on physical infrastructure, satellites present viable solutions in scenarios where ground-based connectivity is lacking or inefficient, such as remote or mobile environments [1]. In recent times, a surge of proposals has emerged, aiming to extend broadband access from space [2], [3]. Notably, prominent companies like SpaceX and Amazon have submitted applications to deploy extensive satellite constellations, pushing the limits of capacity within the satellite industry to unprecedented levels [4]. These new systems represent a tangible and practical alternative to bridging the digital divide and fostering socio-economic development by extending Internet connectivity to traditionally underserved regions [1].

The increased capacity of satellite systems stems from two primary sources. Firstly, advancements in satellite payload technology, including phased array antennas, onboard processing, and routing capabilities, allow for increased utilization of limited spacecraft resources. Secondly, the reduction in launching and manufacturing costs enables larger space segments, significantly enhancing the overall system capacity. Consequently, operators can deploy extensive networks comprising highly capable satellites, effectively addressing the limitations associated with terrestrial infrastructure [5]. However, in this new paradigm where satellites are positioned in close proximity, avoiding self-interference, i.e., interference produced by satellites in the same network, becomes an indispensable prerequisite for seamless operations, demanding utmost attention and strategic mitigation strategies.

To tackle the challenge of self-interference, recent studies have incorporated interference considerations into the resource allocation process of satellite constellations [6], [7]. However, these early investigations suffer from two primary limitations: 1) They mitigate interference within individual satellites rather than between satellites, and 2) They address interference in resources separately (e.g., power, spectrum), only one at a time, without considering the importance of coordinated approaches. Given the intricate interconnected nature of constellation resources, we contend that cooperative strategies encompassing multiple resources are vital for effectively addressing self-interference and maximizing overall performance.

This study aims to bridge the existing research gap by exploring cooperative mechanisms that effectively harness the capabilities of multiple satellites within megaconstellations, while simultaneously mitigating self-interference both within and between satellites. Specifically, our investigation focuses on the application of Satellite Routing, which involves mapping beams to satellites, and Frequency Allocation, which entails allocating spectrum to each beam. The overarching goal is to maximize system performance while ensuring that the interference between signals originating from the same or different satellites remains below a predefined threshold. To accomplish this, we introduce a novel methodology inspired by graph clustering techniques and Integer Optimization to address the Satellite Routing problem effectively. Additionally, by leveraging Frequency Assignment techniques from exist-
TABLE I

<table>
<thead>
<tr>
<th>System</th>
<th>Altitude (km)</th>
<th>Inclination (°)</th>
<th>Planes</th>
<th>Sat. per plane</th>
<th>Num. of sat.</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>O3b mPower</td>
<td>8,062</td>
<td>0</td>
<td>1</td>
<td>10</td>
<td>10</td>
<td>[3]</td>
</tr>
<tr>
<td>ViaSat LEO</td>
<td>1,300</td>
<td>45</td>
<td>8</td>
<td>36</td>
<td>288</td>
<td>[8]</td>
</tr>
<tr>
<td>Telesat Lightspeed</td>
<td>1,015</td>
<td>98.98</td>
<td>27</td>
<td>13</td>
<td>1,671</td>
<td>[9]</td>
</tr>
<tr>
<td>SpaceX Starlink</td>
<td>1,325</td>
<td>50.88</td>
<td>40</td>
<td>33</td>
<td>4,408</td>
<td>[2]</td>
</tr>
<tr>
<td>OneWeb</td>
<td>540</td>
<td>53.2</td>
<td>72</td>
<td>22</td>
<td>58</td>
<td>[10]</td>
</tr>
<tr>
<td></td>
<td>550</td>
<td>53</td>
<td>72</td>
<td>22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>560</td>
<td>97.6</td>
<td>6</td>
<td>58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>560</td>
<td>97.6</td>
<td>4</td>
<td>43</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>570</td>
<td>70</td>
<td>36</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,200</td>
<td>87.9</td>
<td>36</td>
<td>49</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,200</td>
<td>55</td>
<td>32</td>
<td>72</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,200</td>
<td>40</td>
<td>32</td>
<td>72</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table adapted from [5] with permission of the authors.

Signal interference can occur when two closely positioned signals occupy the same frequency spectrum and utilize the same polarization, resulting in information loss and service disruptions. Addressing signal interference involves considering two distinct time-horizons: pre-operations and during operations. In the pre-operations phase, interference can be mitigated by incorporating interference considerations into crucial decisions made prior to the commencement of operations, such as mapping beams to satellites [5] (referred to as the Satellite Routing problem) and assigning frequency spectrum to beams [11] (Frequency Assignment problem). It is important to note that although these problems are typically addressed prior to operations due to their complexity, the solution to these problems forms an operations plan that specifies the assignment of satellites and frequency channels to each beam, which may evolve over time. During operations, interference can be managed through the utilization of interference-aware decision-making mechanisms to handle the power for each beam [12] (Power Allocation problem), by controlling the activation time of each beam [7] (Beam Hopping problem), or by controlling the activation time or frequency spectrum for each user within the beam [13], [14] (multi-frequency time-division multiple-access, MF-TDMA, and Carrier Allocation problems, respectively).

The advantages and disadvantages of implementing interference mitigation at different times are outlined in Table II. Incorporating interference considerations before operations entails increased computational time in the offline phase due to added complexity and necessitates a conservative estimation of interference during actual operations. However, this approach can help minimize the need for real-time control, resulting in enhanced service quality and reduced service dropouts. From an operators perspective, addressing interference before operations, which is the primary focus of this work, holds significant value as it can yield superior system performance and service quality at minimal cost. The following section provides a summary of current approaches employed to address interference in the pre-operations phase.

Previous research has primarily focused on addressing the Satellite Routing and Frequency Assignment problems as separate entities. Specifically, in terms of the Satellite Routing problem, existing literature tends to concentrate on task-based networks characterized by short communication duration, such as phone-based communications [15], [16] and imaging satellites [17]. However, there is a scarcity of research concern-
ing broadband satellite communications, which necessitate establishing connections of indefinite duration. In particular, Dai [18], [19] proposes a greedy approach where each user autonomously selects the optimal set of satellites. From the satellite perspective, Yin [20] develops a Deep Reinforcement Learning (DRL) approach to learn the policy for connecting to user stations. To deal with high dimensionality, Jiang [21] addresses the challenge by employing a multi-objective iterative sub-gradient method to simultaneously maximize coverage and capacity. However, these approaches rely on conservative Frequency Assignments to mitigate interference, irrespective of the user-to-satellite mapping, resulting in a reduced system capacity. In contrast, Pachler [22] incorporates intra-satellite interference as an objective to minimize within the Satellite Routing formulation, enabling a more efficient utilization of the frequency spectrum. However, due to the implicit assumptions of the formulation, the proposed method is only applicable to single-plane equatorial constellations.

Regarding the Frequency Assignment problem, existing approaches concentrate on maximizing capacity and mitigating intra-satellite interference within small constellations. These state-of-the-art techniques encompass a wide range of methods, including Neural Networks [23], [24], Deep Reinforcement Learning [25], and Integer Linear Programming [6]. While these approaches offer effective solutions for the specific problem, their suitability for megaconstellations is limited due to the absence of inter-satellite interference consideration. To address this limitation, some studies have introduced a time-independent interference set, providing a workaround for inter-satellite interference. Building upon this concept, Pachler [11] and Garau-Luis [26] present formulations and efficient solution methods explicitly tailored for multi-satellite constellations. However, it is important to note that this interference set is derived from the Satellite Routing policy, which is not within the scope of these works. Consequently, an ongoing challenge lies in developing efficient approaches to obtain an interference set that accurately accounts for the necessary interference when considering the Satellite Routing policy.

The primary objective of this study is to employ collaborative Satellite Routing and Frequency Assignment strategies to maximize capacity while effectively mitigating interference within satellite constellations. As tends to be the case in satellite communications [11], [13], [27], we contend that collaborative strategies, as opposed to individual approaches, are essential for avoiding overly conservative solutions that result in suboptimal resource utilization. This paper contributes to the field in the following ways:

- A novel cooperative framework to mitigate interference and optimize the performance of satellite constellations by combining Satellite Routing and Frequency Assignment strategies.
- A unique methodology to address the Satellite Routing problem within multi-plane satellite constellations with the objective of maximize capacity and minimize interference based on mixed integer linear programming.
- Validation and performance analyses on the SpaceX Starlink and O3b mPower constellations to verify and evaluate the impact of the proposed methodology to address self-interference under realistic operational conditions.
- A comprehensive analysis on the implications of incorporating the presented formulation into operations.

III. PROPOSED COOPERATIVE FRAMEWORK

This Section presents the cooperative framework proposed in this work for capacity maximization and self-interference mitigation in non-geostationary orbit (NGSO) constellations. To achieve this objective, we describe the interference model, define the Satellite Routing and Frequency Assignment problems, and outline our cooperative strategy.

A. Interference model

As emphasized in the preceding Section, this study focuses on mitigating interference by including signal considerations into pre-operations decision-making. However, determining whether two signals will interfere depends on various factors such as power usage, atmospheric conditions, and other real-time considerations. Therefore, during the pre-operations phase, it is not possible to definitively ascertain if two signals will interfere. Nonetheless, there are specific conditions that guarantee non-interference during operations (see Figure 2): 1) non-overlapping frequency spectrum, 2) utilization of orthogonal polarizations, or 3) sufficient geographic separation. We consider two beams to have possible interference if none of these conditions are met. For the purposes of this work, if at least one of these conditions is fulfilled, we conclude that two signals will not interfere or that the interference is sufficiently low to be easily managed during operations. Following this,
interference is modelled as a binary parameter, representing if two signals potentially interfere or not.

To determine possible interference between two beams, it is necessary to evaluate each of the aforementioned conditions. The first two conditions are determined exclusively by the Frequency Assignment problem: overlapping frequency spectrum is assessed by comparing central frequency and bandwidth, while concurring polarization is determined through a binary comparison. Regarding the third constraint, assessing the proximity of two signals relies on factors such as the physical position of the transmitters and receivers, which are related to the Satellite Routing problem, and the radiation pattern of the transmitting and receiving antennas, which is influenced by the shape of each beam and the specific hardware employed. For the purposes of this study, circular beam shapes with a predefined and known aperture angle $\delta$ are assumed.

Existing research primarily relied on angular distance [11], [28] to estimate when beams are sufficiently separated. The prevailing approach considers potential interference between two beams if their angular distance falls below a specific threshold, while distances exceeding the threshold are assumed to be interference-free. However, this method solely accounts for intra-satellite interference and does not address inter-satellite interference. To overcome this limitation, we propose an alternative approach that utilizes the concept of isolation. Instead of relying solely on angular isolation (see Figure 3). Instead of relying solely on angular isolation, we evaluate the impact of one signal ($S_1$) on another signal ($S_2$) at the reception point of $S_1$. The relative gain represents the ratio of the observed gain at the reception of $S_1$ in the direction of $S_2$’s transmission. If the relative gain exceeds a predefined threshold ($I_{thres}$), it indicates insufficient separation between the signals and potential interference, while values below the threshold indicate negligible interference. It is important to note that the concept of relative gain is equivalent to angular distance when both signals have the same source.

Formally, let the receiver of signal $S_1$ be located at $r_1$ with an antenna gain of $G_1^r(t_1,r_1)$ as a function of the direction $t_1$. Similarly, we define the position $t_2$ and the antenna gain function $G_2^t(p)$ for the transmitter of $S_2$. We apply a similar definition to $S_2$ by introducing $r_2$, $G_2^r(t_2,r_2)$, and $G_2^t(p)$. The gain of signal $S_1$ at $r_1$, denoted as $G_1$, is computed as the product of $G_1^r(t_1,r_1)$ and $G_1^t(t_1t_1)$. Notably, $t_1r_1$ corresponds to the main direction of the gain, resulting in $G_1$ being the maximum gain. Similarly, we calculate the gain of signal $S_2$ at $r_1$, denoted as $G_2$, using $G_2^r(t_2r_1)$ and $G_2^t(r_1t_2)$. It is important to note that $t_2r_1$ does not correspond to the main direction of the gain. The relative gain, denoted as $G_r$, is computed as the ratio of $G_1$ to $G_2$. The model for the signal gain, both on- and off-axis, is described in Appendix C. The threshold $I_{thres}$ serves two main purposes: $I_{thres}$ represents the maximum allowable difference in signal strength, computed as $\frac{C}{N+1}$, for the two signals to be considered comparable at reception, and the margin of relative gain that allows for non-negligible co-channel and cross-polarization effects.

**B. Relation between the Satellite Routing and Frequency Assignment**

The interference mitigation framework proposed in this study adopts a collaborative approach, integrating the Satellite Routing and Frequency Assignment problems. Individually, the Satellite Routing problem is defined as finding the optimal mapping between beams and satellites, considering that each beam may serve multiple users. Conversely, the Frequency Assignment problem is defined as determining the appropriate central frequency and bandwidth allocation for each beam. This decision-making process must also account for system-specific considerations such as frequency reuse and the potential for dual polarization. The Frequency Assignment method must conform to the technical specifications of the system.
ensuring compliance with hardware limitations such as the maximum allowable frequency reuse.

Using these definitions, we can discern two significant interconnections: 1) The Frequency Assignment hinges upon the Satellite Routing solution in order to determine the available resources, and 2) Both problems impact the potential interference between beams.

C. Defining the cooperative framework

Considering the computational intractability of jointly solving these NP-hard problems [22], [29], the proposed approach is to address each problem individually, first tackling Satellite Routing and then addressing Frequency Assignment. Note that this sequencing responds to the fact that the Frequency Assignment exhibits stronger dependencies on the Satellite Routing than vice versa. This approach breaks the dependencies by leveraging two key observations. Firstly, the expected load of each satellite can serve as a proxy for evaluating the quality of the Satellite Routing solution. By favoring solutions that distribute the load more evenly across satellites, efficient resource utilization during the Frequency Assignment phase can be achieved. And secondly, while both problems influence the potential interference, they affect different conditions independently. Notably, if one condition is met, the values of the other two conditions become irrelevant as interference will not occur. Based on this, the proposed framework comprises two main components (refer to Figure 4):

A Satellites Routing: The quality of the solution is evaluated based on both the load distribution across satellites and the potential interference between beams. A good solution aims to distribute beams across satellites while maximizing sufficient geographical separation between them.

B Frequency Assignment: Building upon the Satellite Routing solution, this phase incorporates the information obtained and considers potential interference as a critical factor to minimize. A satisfactory solution effectively utilizes available resources and prioritizes non-overlapping spectrum or different polarizations for beams lacking sufficient geographical separation.

Subsequent sections will define the formulation and implementation for each problem. It is important to note that the approach, which addresses each problem individually, aligns with prior literature. However, by adopting a system perspective and analyzing both problems concurrently, we are able to incorporate considerations in the problem formulations that may not be evident when examining them in isolation.

IV. Satellite Routing Formulation

This Section describes the formulation for the Satellite Routing problem, which aims to distribute the workload across satellites and mitigate potential interference. We define the problem using an integer linear formulation and analyze the computational complexity associated with this formulation.

A. Problem definition

The Satellite Routing problem involves determining the mapping between beams and satellites at each time. As discussed in the previous Section, an optimal solution for this problem aims to achieve load balancing among satellites while minimizing potential interference between beams. It is assumed in this study that the user-to-beam mapping guarantees user coverage within the beams footprint, irrespective of the satellites position, as long as it is above a predefined minimum elevation angle. Therefore, meeting this requirement falls outside the scope of the Satellite Routing problem.

Formally, we denote $B$ as the set of beams that require mapping to a set of satellites $S$ over a specified duration $T$. Each beam is characterized by its center $p_b$ and an associated expected demand $d_b$. Optionally, $B$ can include information specifying a subset of satellites $S_b$ that are responsible for covering a particular beam $b$. If this subset is defined, only satellites within $S_b$ are eligible for covering beam $b$. In the absence of this specification, we assume that $S_b = S$. The set $S$ provides information regarding the orbital characteristics of each satellite, with the assumption that orbital elements, except for the mean anomaly, remain fixed during operations.
B. Problem formulation

To tackle the Satellite Routing problem, we introduce the binary variable $x_{b,s}(t)$, representing the mapping between beam $b$ and satellite $s$ at time $t$. We enforce the constraint that each beam can only be mapped to a single satellite at any given time: $C1: \sum_{s \in \mathcal{S}} x_{b,s}(t) = 1$. Additionally, we ensure that the mapping is restricted to valid and visible satellites for each beam: $C2: x_{b,s}(t) \leq \mathbb{I}_{s \in \mathcal{S}_b} \mathbb{I}_{t \in \text{LoS}(b,t)}$, where $\text{LoS}(b,t)$ denotes the set of points within the line of sight (LoS) of beam $b$ at time $t$. To balance beams across satellites, we introduce the auxiliary binary variable $y_{b_1,b_2}^A$, indicating whether beam $b_1$ and beam $b_2$ are active on the same satellite at any point during $\mathcal{T}$. Based on the values of $x_{b,s}(t)$, $y_{b_1,b_2}^A$ can be expressed as:

$$C3: y_{b_1,b_2}^A \geq x_{b_1,s}(t) + x_{b_2,s}(t) - 1 \tag{1}$$

To address interference between beams, we introduce another auxiliary binary variable, $y_{b_1,b_2}^E$, indicating whether beam $b_1$ and beam $b_2$ lack sufficient geographical separation at any point during $\mathcal{T}$. This can be determined using the binary parameter $I_{b_1,s_1,b_2,s_2}(t)$, which indicates if the relative gain between $b_1$ connected to $s_1$ and $b_2$ connected to $s_2$ exceeds $I_{\text{thres}}$, as explained in Section III-A. Using $x_{b,s}(t)$ and $I_{b_1,s_1,b_2,s_2}(t)$, we can define $y_{b_1,b_2}^E$ as:

$$C4: y_{b_1,b_2}^E \geq I_{b_1,s_1,b_2,s_2}(t)(x_{b_1,s_1}(t) + x_{b_2,s_2}(t) - 1) \tag{2}$$

To optimize the problem, we introduce weighting factors $\omega_A$ and $\omega_E$ to balance the load and minimize interference, respectively. The complete formulation is as follows:

$$\min_{x_{b,s}(t)} \sum_{b_1 \in \mathcal{B}, b_2 \in \mathcal{B}} (\omega_A y_{b_1,b_2}^A + \omega_E y_{b_1,b_2}^E)$$

s.t. $C1; C2; C3; C4; x_{b,s}(t), y_{b_1,b_2}^A, y_{b_1,b_2}^E \in \{0, 1\}$ \tag{3}

The presented formulation represents an integer-linear formulation of the Satellite Routing problem in NGSO constellations, with the objective to achieve load balancing across satellites while minimizing potential interference. Once a solution is obtained, we define $\mathcal{R}_A$ and $\mathcal{R}_E$ as the sets comprising pairs of beams that coincide on the same satellite or lack sufficient geographical separation, respectively. $\mathcal{R}_A$ is denoted as the overlapping set, while $\mathcal{R}_E$ is denoted as the interference set. These sets can be derived from the variables $y_{b_1,b_2}^A$ and $y_{b_1,b_2}^E$ and will be utilized during the Frequency Assignment approach.

C. Complexity analysis

To assess the complexity of the proposed formulation, we introduce the parameter $M$, which represents the maximum number of visible and valid satellites for a single beam at any given time. $M$ is computed as $M = \max_{b,t} \sum_{s \in \mathcal{S}_b} \mathbb{I}_{t \in \text{LoS}(b,t)}$. The memory requirement for the problem is characterized as $O(|\mathcal{B}|M|\mathcal{T}| + |\mathcal{B}|^2)$, where the first term accounts for the decision variables ($x_{b,s}(t)$) and the second term represents the auxiliary variables ($y_{b_1,b_2}^A$ and $y_{b_1,b_2}^E$). The total number of possible solutions is on the order of $O(M^{|\mathcal{B}|^2})$, as each beam and time requires selecting one (1) variable from a maximum of $M$ options. Additionally, Appendix A provides a proof demonstrating that the Satellite Routing decision problem is NP-complete.

V. PROPOSED APPROACH FOR THE SATellite ROUTING

This Section describes the proposed methodology for tackling the Satellite Routing problem, as outlined in Section IV. Given the inherent computational complexity of achieving an optimal solution, we divide the problem into two subproblems, which enables us to obtain an optimized solution within a reasonable timeframe.

A. Reducing complexity by decomposition

Given the computational complexity of the problem formulation described in Section IV-A, an off-the-shelf mathematical solver becomes infeasible for real-world operational scenarios with tens of thousands of beams, thousands of satellites, and solutions that need to be valid for indefinite duration. To address this challenge, we propose a two-layer decomposition approach that trades optimality for computational efficiency. First, we address the time duration issue by solving the problem incrementally, one time-step at a time. Second, we employ clustering techniques to group beams and assign these clusters to satellites, reducing the combinatorial complexity. The subsequent subsections elaborate on the implementation details of each step.

B. Solving for an indefinite time-horizon

One of the principal complexities of the prior formulation is the exponential growth of possible solutions with the time horizon, which can be indefinite. To mitigate this challenge, we propose a time-step-based approach where the problem is solved iteratively, focusing on one (1) time-step at a time. However, this introduces the challenge of varying values for $y_{b_1,b_2}^A$ and $y_{b_1,b_2}^E$ between different time-steps, which affects the overlapping and interference sets. To address this, we propose an iterative method that aims to identify the smallest sets $\mathcal{R}_A$ and $\mathcal{R}_E$ without requiring a solution for all time-steps. This is achieved by modifying the constraints in Equations 1 and 2 to consider only the pairs of beams not already belonging to $\mathcal{R}_A$ and $\mathcal{R}_E$ during the computation:

$$C3': y_{b_1,b_2}^A \geq x_{b_1,s}(t) + x_{b_2,s}(t) - 1 \quad \forall\{b_1,b_2\} \notin \mathcal{R}_A \tag{4}$$

$$C4': y_{b_1,b_2}^E \geq I_{b_1,s_1,b_2,s_2}(t)(x_{b_1,s_1}(t) + x_{b_2,s_2}(t) - 1) \quad \forall\{b_1,b_2\} \notin \mathcal{R}_E \tag{5}$$

C. Solving a single time-step

The second challenge of the original formulation lies in the significant size of the space segment, particularly for modern constellations where the number of visible satellites per beam can range from tens to hundreds [5]. Prior research has demonstrated the computational intractability of addressing the Satellite Routing directly through integer programming, even for smaller constellations like mPower [22]. Even when addressing a single time-step, the extensive search
space and NP-Hardness may hinder the efficient discovery of high-quality solutions. To mitigate this complexity, we introduce the concept of clusters. A cluster denotes a group of beams that share the resources of a subset of satellites. Beams within the same cluster may be mapped to the same group of satellites, while beams in different clusters may not. The main notion behind clustering is to partition the resource pool—originally comprising the entire constellation—into multiple pools (clusters). The original Satellite Routing problem is then decomposed into two sub-problems: beam clustering and cluster-to-satellite mapping. By assuming a low dimensionality of clusters, we convert a high-dimensional to high-dimensional mapping problem into two low-dimensional to high-dimensional mapping sub-problems, thereby reducing complexity. Importantly, Satellite Routing focuses on load distribution across beams, satellites, and clusters, and does not aim to optimize resource allocation within individual clusters. The latter falls under the scope of Frequency Assignment.

Formally, a cluster is a group of beams for which any pair of beams within the cluster shares at least one valid and visible satellite at some point in time in $\mathcal{R}_A$. Each beam is associated with a single cluster, with the number of available clusters per beam determined by the minimum number of visible and valid satellites across all time steps. To capture nearby beams with varying cluster availability, a hierarchy is established among the clusters, as depicted in the lower left corner of Figure 4. Consequently, the constraint of a single cluster is extended to all clusters within the same branch of the hierarchy. For instance, a beam in the blue cluster forms pairs with beams in the black, green, or yellow clusters if they share overlapping satellites, but not with beams in the grey, red, or purple clusters. The set $\mathcal{R}_B$ denotes pairs $c_1, c_2$ belonging to the same branch, implying potential inclusion in $\mathcal{R}_A$. When assigning clusters to satellites, a beam can only connect to satellites assigned to the same cluster or clusters downstream within the same branch. Hence, a beam in the blue cluster can solely associate with a satellite assigned to the blue, green, or yellow cluster, but not the black, grey, red, or purple clusters. This arrangement guarantees that only beams adhering to the appropriate constraints are assigned to the same satellite. The set $\mathcal{R}_D$ comprises pairs $c_1, c_2$ where the clusters are on the same branch, with $c_2$ either equal to or further downstream than $c_1$.

D. Beam clustering

To assign clusters to beams, we introduce binary variable $x_{b,c}$, representing whether beam $b$ is assigned to cluster $c$. Each beam can only be assigned to a subset of clusters $\mathcal{C}_b$, contingent upon the minimum number of visible and valid satellites for that beam at any given time. A beam must be allocated to exactly one valid cluster, as expressed by constraint $C5 : \sum_{c \in \mathcal{C}_b} x_{b,c} = 1$. The determination of beam pairs belonging to $\mathcal{R}_A$ is achieved by verifying if they share a satellite that is both valid and visible for both beams simultaneously at any time:

\[
z_{b_1, b_2} = \max_{s,t} \mathbb{1}_{s \in \text{LoS}(b_1, t)} \mathbb{1}_{s \in \text{LoS}(b_2, t)} \mathbb{1}_{s \in \mathcal{S}_b} C6 : y_{b_1, b_2}^A = z_{b_1, b_2} (x_{b_1, c_1} + x_{b_2, c_2} - 1)
\]

It is important to note that the variable $z_{b_1, b_2}$ is solely dependent on the geometric characteristics of the problem and can be computed in advance. This equation allows us to determine which beam pairs will share the same satellite at some point, without explicitly specifying the beam-to-satellite mapping. However, computing the potential interference requires precise knowledge of the beam-to-satellite mapping, as it is highly sensitive to these assignments. Nevertheless, we can utilize the distance between beams to estimate when two beams might be assigned to the same or neighboring satellites. To incorporate this information, we introduce the distance factor $f_{b_1, b_2}$, defined as follows:

\[
a_{b_1} = \max_{b_2} \| p_{b_1} - p_{b_2} \| z_{b_1, b_2} f_{b_1, b_2} = \left( 1 - \frac{\| p_{b_1} - p_{b_2} \|}{a_{b_1}} \right) z_{b_1, b_2}
\]

By definition, if $p_{b_1} = p_{b_2}$, $f_{b_1, b_2} = 1$, and if $z_{b_1, b_2} = 0$, $f_{b_1, b_2} = 0$. The computation of $f_{b_1, b_2}$ can be incorporated into the geometric analysis of the problem. With this, the objective is to distribute the demand of nearby beams among different clusters, achieving load balancing across satellites while minimizing potential interference. The complete formulation for the beam clustering problem is presented below:

\[
\min_{x_{b,c}} \sum_{b_1 \in B, b_2 \in B} (f_{b_1, b_2} y_{b_1, b_2}^A)
\]

s.t. $C5; C6; x_{b,c}^A, y_{b_1, b_2} \in \{0, 1\}$

Note that, unlike the time-dependent nature of the original formulation (Equation 3), the beam clustering formulation is not time-dependent, requiring only a single solution. By utilizing this formulation, the complete overlapping set $\mathcal{R}_A$ can be computed without the need to simulate all time-steps.

E. Cluster-to-satellite mapping

Once the beam clustering is established, the subsequent step involves the time-dependent cluster-to-satellite mapping. To address this efficiently, we can solve for a single time-step, as previously explained in Section V-B. For a given time $t$, we introduce the binary variable $x_{s,c}$, representing the assignment of satellite $s$ to cluster $c$. Ensuring that each satellite is assigned to only one cluster can be formulated as constraint $C7 : \sum_{c \in \mathcal{C}_b} x_{b,c} = 1$.

In each time-step, every beam maintains a list of potential satellite connections, sequenced by preference as $S_b = s_1, s_2, ..., s_k$, where the beam would ideally prefer connecting to $s_1$ over $s_2$, $s_2$ over $s_3$, and so on. This ordering parameter, customizable by the operator, could, for instance, be based on visible satellites sorted by highest elevation angle to lowest. However, for a beam $b$ with cluster $c_b$ and satellite $s$ with cluster $c_s$, the beam can only be assigned to satellite $s$ if it has a matching cluster ($\{c_b, c_s\} \in \mathcal{R}_D$). Notably, a beam $b$ will
be assigned to satellite \( s \) if it shares a matching cluster and if no previous satellite in \( S^t \) has such a cluster. This assignment can be efficiently modeled using the binary variable \( x_{b,s} \):

\[
C8 : x_{b,s} = \sum_{\{c,s\} \in \mathcal{R}_D} (x_{s,c} - \sum_{j=1}^{i-1} x_{s,j,c})
\]  

Note that in the aforementioned equation, \( x_{b,s} \) might assume values less than 1, but we will consider beam \( b \) matched with satellite \( s \) only when \( x_{b,s} = 1 \). Furthermore, each beam must have at least one valid and visible satellite with a matching cluster: \( C9 : \sum_{\{c,s\} \in \mathcal{R}_D} \sum_{s \in S^t} x_{s,c} \geq 1 \forall b \).

Utilizing the variable \( x_{b,s} \), we can formulate the cluster-to-satellite mapping sub-problem as:

\[
\min_{x_{s,c}} \sum_{b_1,b_2 \in \mathcal{B}} y_{b_1,b_2}^E \quad s.t. \quad C4'; C7; C8; C9; x_{s,c}, y_{b_1,b_2} \in \{0,1\}
\]

This refined formulation allows us to address the cluster-to-satellite mapping sub-problem as an integer-linear problem, similar to the original formulation. Notably, the variables and constraints concerning load balancing (\( y_{b_1,b_2}^E \), \( C4' \)) do not appear, as they were already accounted for during the beam clustering phase. Integrating the outcomes of both the beam clustering and cluster-to-satellite mapping phases and the satellite preferences provides a comprehensive solution for the Satellite Routing problem. Nonetheless, in certain scenarios, the feasibility of the prior formulation may be affected by geometric properties of the problem. For methods to tackle such situations, refer to Appendix B.

**F. Complete approach**

The proposed approach involves the following sequential steps (see Algorithm 1):

1) Assign each beam to a cluster by solving the beam clustering problem in Equation 8.
2) Compute \( \mathcal{R}_A \), initialize \( \mathcal{R}_E = \emptyset \), and set \( t = t_0 \).
3) Simulate time \( t \), calculating geometrical parameters.
4) Assign each satellite to a cluster by solving the cluster-to-satellite mapping in Equation 10.
5) Add any new pairs of beams with \( y_{b_1,b_2}^E = 1 \) to \( \mathcal{R}_E \).
6) Upon convergence, finish, otherwise set \( t \) to the next time-step and return to step 3.

We check for convergence by verifying if there have been \( N_{conv} \) iterations without adding new beam pairs to \( \mathcal{R}_A \) or \( \mathcal{R}_E \). For the resolution of the formulations (step 1 and 4), we employ commercial mathematical solvers. Although the proposed approach addresses one time-step at a time, \( \mathcal{R}_A \) and \( \mathcal{R}_E \) capture the dynamic nature of the constellation by tackling a time-invariant problem and simulating multiple time-steps until convergence, respectively. Notably, we exclude the weights in Equation 3 in subsequent formulations. This choice is based on each of the two steps (beam clustering and cluster-to-satellite mapping) focusing on distinct metrics—balancing the load and avoiding interference, respectively—making a weighted approach unnecessary.

**Algorithm 1 Satellite Routing approach**

<table>
<thead>
<tr>
<th>Input:</th>
<th>( B, S )</th>
<th>( \mathcal{R}_{thres} )</th>
<th>( N_{conv} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>( \mathcal{R}_A, \mathcal{R}_E )</td>
<td>( N_{conv} )</td>
<td></td>
</tr>
</tbody>
</table>

1: \( \mathcal{R}_A = \text{Solve eq. 8} \) \( \triangleright \) Compute overlapping set through beam clustering.
2: \( \mathcal{R}_E = \emptyset \) \( \triangleright \) Initialize the interference set.
3: \( t = t_0 \) \( \triangleright \) Initialize the solution.
4: \( \text{iterNoImprovement} = 0 \) \( \triangleright \) Initialize convergence factor.
5: while \( \text{iterNoImprovement} < N_{conv} \) do
6: Compute LoS \( \forall b,s \) \( \triangleright \) Line of sight computation.
7: Compute \( C_{\\mathcal{B}}(b_1,b_2,s_1,s_2) \) \( \forall b_1,b_2,s_1,s_2 \) based on \( \mathcal{R}_{thres} \) \( \triangleright \) Interference computation.
8: \( \mathcal{R}_E' = \text{Solve eq. 10} \) \( \triangleright \) Compute the new interference set.
9: if \( \mathcal{R}_E' = \emptyset \) then
10: \( \text{iterNoImprovement} = \text{iterNoImprovement} + 1 \) \( \triangleright \) Increase counter.
11: else
12: \( \text{iterNoImprovement} = 0 \)
13: \( \mathcal{R}_E = \mathcal{R}_E \cup \mathcal{R}_E' \) \( \triangleright \) Update the interference set.

**G. Complexity analysis**

For complexity analysis, we introduce \( N_C \) and \( N_{CB} \), representing the total number of clusters and the maximum number of clusters a single beam can be mapped to, respectively. Additionally, \( N_T \) denotes the total iterations until convergence. The memory requirements for beam clustering and cluster-to-satellite mapping are \( O(|B|N_{CB} + |B|^2) \) and \( O(|S|N_{CT} + |B|^2) \), respectively. The search space size scales with \( O(N_{CB}^{|B|}) \) and \( O(N_{CT}^{|B|}) \), respectively. We can demonstrate that both formulations remain NP-complete by using a similar reasoning shown in Appendix A. However, our approach significantly reduces complexity due to the reduction in options per beam (with \( N_{CB} \) at most \( M \), often smaller) and by addressing one time-step at a time. In Section VII, we confirm that commercial mathematical solvers efficiently solve the Satellite Routing problem using this approach.

**VI. FREQUENCY ASSIGNMENT IMPLEMENTATION**

To tackle the Frequency Assignment problem, we adopt the method proposed in [26]. In that study, the authors present an integer-linear formulation that assigns central frequency, bandwidth, and reuse factor to the beams, considering constraints derived from \( \mathcal{R}_A \) and \( \mathcal{R}_E \) as defined in this work. Note that the frequency assignment is assumed to remain fixed for an indefinite duration. Although it could theoretically be possible to adjust the spectrum each time a beam changes satellite, potentially enhancing efficiency, the complexity of addressing such a problem for high-dimensional scenarios is currently intractable, with uncertain benefits. The objective of this formulation is to minimize a set of objectives, such as power consumption or bandwidth, while mitigating potential interference between the beams, aligning perfectly with the objectives of this study. We will utilize this implementation without modifications, focusing specifically on minimizing power consumption. A concise overview of the Frequency Assignment approach follows and it is summarized in Algorithm 2.

The objective of the Frequency Assignment is to assign the initial frequency, bandwidth, and reuse factor for each
To minimize the number of active beams, defined as a pair in \( N \). Subsequently, we iteratively optimize a subset of \( N \) until no superior solution is found for \( N \). Finally, each beam can only be assigned, at most, once: \( f,w,g,b \)...

**Algorithm 2 Frequency Assignment approach**

| Input: \( B \) | Set of beams |
| Input: \( \mathcal{R}_A, \mathcal{R}_E \) | Overlapping and interference sets |
| Input: \( N_{\text{ch}} \) | Number of beams allowed to change per iteration |
| Input: \( N_{\text{cutoff}} \) | Number of options allowed per beam and bandwidth |
| Input: \( N_{\text{conv}}^{FA} \) | Iterations without change until convergence |

Output: \( f_{w,b}, g_{w,b} \) | Frequency, bandwidth, and reuse factor for each beam |

1: \( f_{b,w,g,b} \in B = \text{Warm start} \) [11] ▷ Initialize the solution
2: \( \text{iterNonImprovement} = 0 \) ▷ Initialize convergence factor
3: \( \text{previousObjective} = 0 \) ▷ Initialize previous objective
4: while \( \text{iterNonImprovement} < N_{\text{conv}} \) do ▷ While not converged
5: \( b_0 = \text{Rand}(B) \) ▷ Select one beam randomly
6: \( B' = \text{Neighbors}(b_0, N_{\text{ch}}) \) ▷ Select \( N_{\text{ch}} \) closest neighbors to \( i \)
7: \( \chi = 0 \) ▷ Initialize pool of variables
8: for \( b \in B' \) do ▷ For each non-fixed beam
9: \( \text{vars} = \text{RankAndCutOff}(f_{w,b}, N_{\text{cutoff}}) \) ▷ Restrict options to the most interesting ones
10: if \( \text{Valid}(f_{b,w,g,b}) \) then ▷ If current solution is valid
11: \( \text{vars} = \text{vars} \cup \{(f_{b,w,g,b})\} \) ▷ Add it to the pool
12: \( \chi = \chi \cup \text{vars} \)
13: \( \text{Update Eq. 11 only with variables in } \chi, \text{ fixing } B' \) ▷ Solve the reduced problem
14: if \( \text{currentObjective} == \text{previousObjective} \) then
15: \( f_{b,w,g,b} \in B' = \text{Solution} \) ▷ Update with the new solution
16: \( \text{iterNonImprovement} = \text{iterNonImprovement} + 1 \) ▷ Increase counter
17: else
18: \( \text{iterNonImprovement} = 0 \)
19: \( \text{previousObjective} = \text{currentObjective} \)

To assess the proposed methodology under realistic operational conditions, we adopt representative space and user segments from modern environments. As this work focuses on fixed satellite service (FSS) environments providing broadband connectivity, we utilize four established constellation designs for the space segment, namely O3b mPower, ViaSat LEO, Telesat Lightspeed, SpaceX Starlink, and OneWeb. To simulate the user segment, we generate a user distribution based on the global population distribution [30]. This involves creating a grid with a resolution of \( 0.1^\circ \times 0.1^\circ \) and generating \( N_{\text{loc}} \) locations, where the selection probability of each location corresponds to the percentage of population residing in that cell. At each location, we assume \( N_{us/loc} \) users, each requiring a continuous 100 Mbps connection. The specific values of \( N_{loc} \) and \( N_{us/loc} \) vary depending on the experiment. For the O3b mPower constellation, only users within the +/- 50° latitude range are considered valid. The users are then organized into beams using the algorithm outlined in [11].

**VII. PERFORMANCE RESULTS**

A. Experimental set-up

To assess the proposed methodology under realistic operational conditions, we adopt representative space and user segments from modern environments. As this work focuses on fixed satellite service (FSS) environments providing broadband connectivity, we utilize four established constellation designs for the space segment, namely O3b mPower, ViaSat LEO, Telesat Lightspeed, SpaceX Starlink, and OneWeb. To simulate the user segment, we generate a user distribution based on the global population distribution [30]. This involves creating a grid with a resolution of \( 0.1^\circ \times 0.1^\circ \) and generating \( N_{loc} \) locations, where the selection probability of each location corresponds to the percentage of population residing in that cell. At each location, we assume \( N_{us/loc} \) users, each requiring a continuous 100 Mbps connection. The specific values of \( N_{loc} \) and \( N_{us/loc} \) vary depending on the experiment. For the O3b mPower constellation, only users within the +/- 50° latitude range are considered valid. The users are then organized into beams using the algorithm outlined in [11].

Given the growing interest in mobile satellite services (MSS), we also explore the performance of our proposed methodology in such systems. Specifically, we focus on the SpaceX Starlink constellation, which have partnered with T-Mobile for their mobile services. The user generation follows a similar procedure, with each user requiring a 100 Kbps connection. For the purposes of this study, we assume that users assigned to specific beams remain within the footprint of the beam at all times, and that the beam center remains fixed over time. The orbital configuration of each constellation is presented in Table I. The payload configuration for each satellite is outlined in Table III. The parameters for each experiment are summarized in Table IV. In all simulations, \( I_{thres} \) and \( N_{conv} \) are set to -30dB and 10 iterations, respectively. To address the different formulations, we execute the commercial solver Gurobi [31] (version 9.1.2) in an Intel(R) Xeon(R) Platinum 8160 CPU @ 2.10GHz, allowing up to 16 simultaneous threads. For the purpose of this work, \( S_b^* \) has been simulated as a list of visible satellites ordered by elevation angle, highest to lowest.
TABLE III
SUMMARY OF THE LINK CHARACTERISTICS OF THE VARIOUS CONSTELLATIONS. CHARACTERISTICS MARKED WITH * ARE EXTRACTED FROM PUBLIC FILINGS OR PUBLIC INFORMATION. REST OF THE VALUES ESTIMATED BY THE AUTHORS. EIRP: EFFECTIVE ISOTROPIC RADIATION POWER

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>O3b mPower</th>
<th>ViaSat LEO</th>
<th>Telesat Lightspeed</th>
<th>SpaceX Starlink</th>
<th>OneWeb</th>
<th>SpaceX Starlink</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service</td>
<td>FSS</td>
<td>FSS</td>
<td>FSS</td>
<td>FSS</td>
<td>FSS</td>
<td>MSS</td>
</tr>
<tr>
<td>User Downlink band [GHz]</td>
<td>17.8 - 18.6*</td>
<td>18.8 - 20.2*</td>
<td>18.8 - 19.3*</td>
<td>10.7 - 12.7*</td>
<td>10.7 - 12.7*</td>
<td>1.910 - 1.915*</td>
</tr>
<tr>
<td></td>
<td>18.8 - 20.2*</td>
<td>37.5 - 42*</td>
<td>19.8 - 20.2*</td>
<td></td>
<td></td>
<td>1.990 - 1.995*</td>
</tr>
<tr>
<td>Satellite antenna gain [dB]</td>
<td>44.25</td>
<td>52.4*</td>
<td>32.5*</td>
<td>34*</td>
<td>37*</td>
<td>18.4</td>
</tr>
<tr>
<td>EIRP density ($P_{max}$) [dBW/Hz]</td>
<td>-34.3</td>
<td>-43.7*</td>
<td>-50*</td>
<td>-51.1*</td>
<td>-49.4*</td>
<td>-20.9</td>
</tr>
<tr>
<td>Frequency reuse factor</td>
<td>10</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>0.0511</td>
</tr>
<tr>
<td>User terminal diameter [m]</td>
<td>1*</td>
<td>0.6*</td>
<td>1*</td>
<td>0.6*</td>
<td>1*</td>
<td>0.0511</td>
</tr>
<tr>
<td>Pointing loss [dB]</td>
<td>0.6*</td>
<td>0.1*</td>
<td>0.1*</td>
<td>0.1*</td>
<td>0.4*</td>
<td>0.1*</td>
</tr>
<tr>
<td>Rotation loss [dB]</td>
<td>0.5*</td>
<td>0.1*</td>
<td>0.0*</td>
<td>0.1*</td>
<td>1.0*</td>
<td>0.1*</td>
</tr>
<tr>
<td>Beam aperture angle [°]</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Minimum (desired / emergency)</td>
<td>25/10*</td>
<td>25/25*</td>
<td>25/10*</td>
<td>25/25*</td>
<td>50/25*</td>
<td>25/25*</td>
</tr>
<tr>
<td>elevation angle [°]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV
SUMMARY OF THE SIMULATIONS PERFORMED.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Constellation</th>
<th>$N_{loc}$</th>
<th>$N_{us/loc}$</th>
<th>$N_{ts}$</th>
<th>$T_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verification &amp; Convergence</td>
<td>Starlink</td>
<td>20,000</td>
<td>1</td>
<td>10</td>
<td>120</td>
</tr>
<tr>
<td>Performance</td>
<td>mPower</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ViaSat</td>
<td></td>
<td></td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lightspeed</td>
<td>20,000</td>
<td>10</td>
<td>10</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>Starlink</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OneWeb</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operations</td>
<td>Starlink</td>
<td>10,000</td>
<td>10</td>
<td>200</td>
<td>5</td>
</tr>
</tbody>
</table>

TABLE V
SUMMARY OF THE IMPLEMENTATIONS USED.

<table>
<thead>
<tr>
<th>Satellite Routing</th>
<th>Frequency Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum elevation angle</td>
<td>Water filling [11]</td>
</tr>
<tr>
<td>Particle Swarm Optimization [22]</td>
<td>Integer Optimization [26]</td>
</tr>
<tr>
<td>Integer Optimization (this work)</td>
<td></td>
</tr>
</tbody>
</table>

We assess the performance of the proposed methods by initially solving the Satellite Routing and Frequency Assignment, followed by simulating each constellations satellite-user links for $N_{ts}$ time-steps, with a time interval of $T_s$ seconds between steps. Note that, while our method can be adapted for the uplink, our evaluations focus on downlink simulations. Results are evaluated through two primary metrics: throughput and power consumption, computed as the sum of the individual values for each satellite across the entire constellation, and averaged over all time-steps. For insights into the metrics of individual beams, refer to Appendix C. As secondary metrics, the number of active satellites represents the average count of satellites with non-zero throughput, and the spectrum represents the sum of the bandwidth assigned for all beams.

B. Convergence and Validation analysis

This experiment serves a dual purpose: firstly, to investigate the validity of the proposed convergence criteria, and secondly, to assess the effectiveness of the Satellite Routing method. For this evaluation, we simulate the SpaceX Starlink constellation with parameters $N_{loc} = 10,000$, $N_{us/loc} = 1$, $N_{ts} = 10$, and $T_s = 120$.

Figure 5 illustrates the evolution of interference set ($R_E$) and throughput until convergence is achieved. The beam clustering phase, aimed at determining a complete overlapping set ($R_A$) representing pairs of beams sharing a satellite at some point in time, occurs once, as explained in Section V-F. This phase spans the initial 10,000 seconds. Subsequently, during the cluster-to-satellite phase, we observe the dynamic evolution of the interference set, reflecting potential interference among beam pairs over time. This iterative phase gradually increases the size of the interference set. Towards the final iterations, the growth in $R_E$ stabilizes, validating the convergence criteria. Convergence is achieved around 120,000 seconds, affirming the effectiveness of the criteria to obtain a solution in reasonable time. Throughout the simulations, intermediate throughput computations assume an incomplete interference set as if it were complete. However, an incomplete interference set implies potential unaccounted interference. To address this, we randomly disconnect one of the beams in each affected pair during simulations, ensuring no interference albeit at a throughput cost. It is observed that throughput stabilizes after approximately 30,000s, as the majority of constraints have been captured. While further iterations only yield minor improvements in throughput, those are crucial to ensure uninterrupted user service.

Figure 6 provides a snapshot of the constellation state over the Iberian peninsula, displaying the elevation angles of each beam and the respective connected satellites. This visualization confirms the feasibility of the proposed solution, as no elevation angle falls below the operator-defined minimum (25°). Furthermore, the distribution of beams across satellites
C. Performance analysis

The purpose of this experiment is to evaluate the impact of the cooperative methodology compared to individual state-of-the-art approaches derived from research. We assess three different implementations for the Satellite Routing problem: 1) Mapping each beam to the satellite with the highest elevation angle, 2) Utilizing the particle swarm optimization algorithm (PSO) from [22] (only applicable to the O3b mPower constellation), and 3) Our proposed cooperative approach detailed in this work. For the Frequency Assignment problem, we consider two implementations: one heuristic method [11] and one optimized approach [26]. Refer to Table V for a comprehensive list of the implemented methodologies. This comparative analysis aims to shed light on the performance benefits and efficiency of the cooperative approach. This analysis simulates the different constellations with \( N_{tx} = 10 \) and \( T_s = 120s \).

Figure 7 illustrates the simulation results for throughput and power consumption when providing FSS service using the O3b mPower, Telesat Lightspeed, and SpaceX Starlink constellations, along with MSS service using the SpaceX Starlink constellation. Additionally, Table VI provides further details on key performance metrics for each scenario, in addition to results on the ViaSat LEO and OneWeb constellations.

The proposed cooperative framework, represented by the blue dot in Figure 7 and as the IO-IO combination in Table VI, consistently achieves the highest throughput, except for the O3b mPower constellation. This discrepancy is influenced by two factors. Firstly, the low number of visible satellites in LoS at any given point over the Earth surface (typically between 1 and 2 for O3b mPower) limits flexibility during Satellite Routing resolution, resulting in reduced benefits compared to larger systems. Secondly, utilizing a complex Satellite Routing algorithm increases power consumption compared to the maximum elevation angle heuristic, due to greater distances between antennas and consequently higher free space loss, leading to reduced throughput.

Increasing the number of visible satellites enhances flexibility in the Satellite Routing algorithm, compensating for higher path loss and enabling significant throughput gains. Compared to heuristics, the proposed coordinated approach boosts FSS service throughput by approximately 67% in ViaSat LEO, 68% in Telesat Lightspeed, 138% in SpaceX Starlink, and 83% in OneWeb. Notably, throughput improvements are more pronounced with larger constellations, although not directly proportional. However, due to increased path loss, the proposed approach raises power consumption by 143% in ViaSat LEO, 228% in Telesat Lightspeed, 395% in SpaceX Starlink, and 104% in OneWeb.

When employing individual optimization algorithms independently, higher throughput is observed compared to heuristics but is reduced compared to the coordinated method. In systems with more than 1,000 satellites, utilizing only the optimized Satellite Routing (represented by the red dot) provides most of the benefits of the coordinated approach, resulting in throughput increases ranging between 39% and 95%. However, it also increases power consumption by between 106% and 347%. In these large systems, the impact of Frequency Assignment on throughput diminishes, contributing to throughput gains of 14% to 27% but with a comparatively modest increase in power consumption, ranging from 16% to 26%. Conversely, in smaller systems with up to 1,000 satellites where the flexibility of Satellite Routing is constrained, Frequency Assignment assumes a dominant role and becomes the primary driver of throughput improvements.

While counter-intuitive, in medium to large constellations (>100 satellites), adopting the Satellite Routing methodology proposed in this study enables greater spectrum utilization compared to employing the optimized Frequency Assignment method. This outcome is attributed to the ability of the proposed method to distribute demand more effectively, resulting in a higher number of active satellites and consequently increasing the available spectrum pool. With the coordinated
approach, spectrum utilization can be enhanced by up to a factor of 3.3 when compared to heuristic techniques.

In the context of the SpaceX Starlink constellation providing MSS, we note that the throughput increase is comparatively lower at 52% when compared to FSS at 138%. This difference stems from the fact that MSS utilize less directive antennas, leading to reduced effectiveness in frequency reuse. Consequently, the utilization of optimized algorithms for Satellite Routing and Frequency Assignment results in a diminished benefit. Nonetheless, employing the coordinated approach still yields a notable throughput increase. Note that, due to heightened interference among signals, computation time for MSS services extends to weeks due to the need for more simulations to capture the networks dynamism accurately. Conversely, for FSS services, heuristics and optimized methods provide results within minutes, hours, or days, depending on constellation size. Additionally, it is noteworthy that the Particle Swarm Optimization (PSO) technique introduced in [22] is surpassed in performance by the cooperative framework presented in this work. This reinforces the effectiveness and superiority of the proposed approach, demonstrating its potential for real-world implementation.

VIII. OPERATIONAL IMPLEMENTATION

This Section discusses the practical implementation of the proposed methodology from the perspective of a satellite operator. Specifically, it addresses the necessary computations and telemetry required to ensure efficient and feasible operations.

A. Centralized computation

The proposed cooperative framework comprises two main components:

1) Satellite Routing: addresses the allocation of beams to satellites for each time-step. In this approach, operators are required to compute the solution in a centralized manner iteratively, considering all satellites simultaneously. It is crucial to ensure that the time required for each iteration is shorter than the interval between iterations to maintain smooth operations.

2) Frequency Assignment: determines the central frequency, bandwidth, polarization, and frequency reuse for each beam. Unlike the Satellite Routing component, the Frequency Assignment solution remains fixed over time. As a result, operators can compute this information in a centralized manner once, prior to the start of operations.
TABLE VII

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>User Parameters</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{Ts}$ = 200</td>
<td>$N_{loc}$ = 10,000, $N_{us/loc}$ = 10</td>
<td>$N_{total}$ = 20,114, $N_{total}$ = 213,069</td>
</tr>
<tr>
<td>$T_s$ (Total simulated time) = 5s (1,000s)</td>
<td>$N_{us/loc}$ = 10</td>
<td>$N_{total}$ = 950s, $N_{total}$ = 147,471</td>
</tr>
</tbody>
</table>

B. Telemetry updates

Upon computing the solution, the relevant information must be transmitted to the satellites.

1) Satellite Routing: Three blocks of information are involved. First, the cluster assigned to each beam, which remains constant over time and can be transmitted once before operations. Second, the list of satellites that each beam can connect to at each time-step, denoted as $S_b^i$. If $S_b^i$ is structured as a complete list of satellites ordered by elevation angle, it can be computed through onboard computation. Alternative preference structures may require additional telemetry. Third, the cluster assigned to each satellite, which is subject to change over time and requires regular updates. Nevertheless, operators do not need to transmit the full mapping of satellites to clusters at every time-step. Instead, they can transmit only the sequence of clusters for each satellite and the times when the cluster changes. This approach optimizes telemetry usage as consecutive time-steps usually have similar solutions. Additionally, the formulation can be optimized to minimize changes at each iteration, further reducing the necessary telemetry (see Appendix D for details).

2) Frequency Assignment: The spectrum information for each beam can be transmitted once before operations and remains fixed throughout the operational phase.

C. Operations simulation

We conducted simulations on the SpaceX Starlink constellation with $N_{loc}$ = 10,000, $N_{us/loc}$ = 10, $N_{Ts}$ = 200, and $T_s$ = 5s. We analyzed the telemetry requirements and computation time necessary for the proposed approach.

Figure 8 illustrates the evolution of throughput and power consumption for two distinct satellites in the constellation, along with the time placement of cluster-to-satellite changes. As depicted, a cluster change leads to significant fluctuations in both throughput and power consumption. Notably, the fluctuations in periods of no cluster change (e.g., 400s-800s in the left plot), resulting from the dynamic nature of the constellation, changing the beam-satellite visibility conditions, are similar in magnitude as the fluctuations on cluster change. The reason for this is that, under the conditions considered, the number of beams per satellite is relatively low, leading to a high impact in power and throughput when individual beams connect and disconnect from the satellite. Table VII presents the specific results of the simulation. Notably, we observed a total of 20,114 cluster changes during the entire simulation (1,000s). This translates to an average of approximately 20 changes per second or an average time of 219 seconds before each satellite changes clusters. For the satellite with the highest number of changes, a cluster change occurred roughly every 25.6 seconds on average.

Assuming clusters can be encoded using 2 Bytes of information and the time at which the cluster changes can be encoded using 8 Bytes, this implies a total of 1,609 bps to transmit the changes to the whole constellation. Comparing the total number of handovers with simpler methods like the maximum elevation angle heuristic, we found that they are on the same order of magnitude, meaning that the proposed methodology does not introduce unfeasible overhead to the satellites. Importantly, the computation time (950s) required is lower than the total simulated time (1,000s), indicating that continuous operations can be maintained without interruptions. Note that, to ensure feasibility, we do not require the computation on each individual time-step to be lower than the time between time-steps, as the computation can be performed in advance. Continuous operations can be maintained as long as the average time-step computation is shorter than the time between time-steps. These findings demonstrate the feasibility and practicality of the proposed methodology for real-world
applications, ensuring efficient use of resources and maintaining optimized performance over time.

IX. Conclusion

This paper presents a pioneering methodology to address the challenges of self-interference in megaconstellations by introducing a comprehensive cooperative framework that encompasses both Satellite Routing and Frequency Assignment decisions. In contrast to existing literature that focuses solely on individual problems and intra-satellite interference, this research leverages the concept of isolation to address interference within and between satellites by solving these resource allocation problems in an integrated manner. Introducing a novel formulation and methodology for the Satellite Routing problem utilizing Integer optimization, we partition the original problem into two clustering problems that can be efficiently solved using state-of-the-art mathematical solvers. By leveraging existing Frequency Assignment implementations from the literature, we demonstrate that our proposed cooperative framework consistently outperforms alternative approaches in terms of total throughput for constellations with more than 100 satellites. Additionally, we validate that the telemetry requirements and real-time computational demands associated with our methodology are feasible, ensuring uninterrupted operations. The conclusions of this work can be summarized as follows:

- The proposed cooperative framework consistently achieves remarkable throughput gains, surpassing other approaches for constellations with more than 100 satellites. Notably, it delivers between 67% and 138% capacity increase in FSS for constellations like ViaSat LEO, Telesat Lightspeed, SpaceX Starlink, and OneWeb.
- Relying solely on individual optimized approaches for Satellite Routing or Frequency Assignment can lead to unfavorable outcomes, such as increased power consumption and reduced throughput.
- To maximize capacity, optimizing Satellite Routing becomes crucial for large constellations (>100 satellites), while optimizing Frequency Assignment becomes crucial for small constellations (≤100 satellites).
- While the main gain of the proposed approach is observed in FSS, MSS also benefits from this methodology, with up to 52% throughput increase.
- Despite requiring additional computation and telemetry, the proposed methodology maintains practicality with low resource overhead, ensuring continuous operations.

In light of these findings, the proposed methodology demonstrates its efficacy in effectively harnessing the advantages offered by satellite constellations, thereby addressing self-interference, enhancing satellite utilization, and promoting augmented capacity in modern satellite constellation designs.
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Appendix A

Proof of NP-completeness

The NP-completeness of the Satellite Routing decision problem can be demonstrated by first showing that the problem is a generalization of the maximum independent set problem, indicating NP-hardness. Subsequently, we establish the existence of a polynomial-time verifier, confirming that the problem is in NP.

To prove NP-hardness, we utilize an oracle that provides the set \( \mathcal{R}_A \) and \( \mathcal{R}_E \) for the optimal solution. We then define each potential beam-to-satellite mapping \( (x_{b,s}(t)) \) as a vertex in a graph. Edges are introduced between two nodes \( x_{b_1,s_1}(t_1) \) and \( x_{b_2,s_2}(t_2) \) if: 1) They address the same beam at the same time (i.e., \( b_1 = b_2 \) and \( t_1 = t_2 \)), 2) They address the same satellite at the same time, and the pair is not in \( \mathcal{R}_A \) (i.e., \( s_1 = s_2, t_1 = t_2, \) and \( \{b_1, b_2\} \notin \mathcal{R}_A \)), or 3) They present potential interference at the same time, and the pair is not in \( \mathcal{R}_E \) (i.e., \( \{b_1, b_2\} \notin \mathcal{R}_E \)). Solving the Satellite Routing problem is then equivalent to finding an independent set of size \( |B||T| \) in this graph. Since all nodes related to beam \( b \) at time \( t \) form a clique, this is equivalent to finding the maximum independent set in the graph, which is NP-complete [32]. As \( \mathcal{R}_A \) and \( \mathcal{R}_E \) are also variables of the problem, we have established the NP-hardness of the Satellite Routing problem.

To prove NP-completeness, we outline a polynomial-time verifier that, given \( x_{b,s}(t) \) \( \forall b,s,t \), verifies if \( \omega_A[\mathcal{R}_A] + \omega_E[\mathcal{R}_E] \leq k \) for \( k \in \mathbb{R}_+ \). The verifier accomplishes this by traversing the graphs edges and constructing \( \mathcal{R}_A \) and \( \mathcal{R}_E \) based on \( x_{b,s}(t) \), a task achievable in linear time with respect to the number of edges. This proof establishes the Satellite Routing decision problem as being in NP, conclusively demonstrating its NP-completeness.

Appendix B

Ensuring valid clusters

In some instances, the formulation presented in Equation 10 may not yield a feasible solution. This can occur when the mapping between beams and clusters is overly optimistic, resulting in more assigned clusters than available ones. To handle such cases, we introduce an auxiliary binary variable, denoted as \( x_b \), which takes the value 1 if a beam cannot find a valid and visible satellite with a matching cluster, and 0 otherwise. We calculate \( x_b \) using the constraint \( C10 : \sum_{\{s,a\} \in \mathcal{R}_D} \sum_{s \in S_b^0} x_{s, c} x_b + x_b \geq 1 \). Then, we solve:
\[
\min_{x_{s,c}} \sum_{b \in B} x_b \\
\text{s.t.} \quad C7; \; C8; \; C10; \; x_{s,c}, x_b \in \{0, 1\}
\] (12)

For beams that could not be matched with a valid satellite, we apply a downgrading of the beams cluster assignment. In essence, we reassign the cluster of the beam to the one immediately above in the hierarchy. We then iteratively solve Equation 12 and continue the downgrading process for beams until all beams can be successfully matched with a valid satellite. The resulting solution for \(x_{s,c}\) serves as a warm start for Equation 10. Notably, since we are reassigning clusters, \(R_A\) must be recomputed after the downgrading process. This enhanced approach ensures that feasible solutions are always attainable. As a note, in our experiments, around 20% of the beams needed downgrading at some point during the simulation.

### APPENDIX C
**Signal Model**

To model the power usage, we assume that satellites employ adaptive modulation and coding techniques, allowing for the utilization of various modulation and coding (MODCOD) schemes. To compute the power for a beam \(b\), we first determine the appropriate MODCOD based on the spectral efficiency \((\Gamma_b)\) necessary to fulfill the demand within the available bandwidth, given by \(\Gamma_b = \frac{d_b}{w_b}\), where \(\alpha\) denotes the roll-off factor (set to 0.1). We choose the MODCOD \(m_b\) whose spectral efficiency is the lowest such that \(\Gamma_{m_b} \geq \Gamma_b\). Subsequently, we compute the power for each beam \(P_b\) using the formula:

\[
P_b = \frac{E_b}{N_0} \left( \frac{d_b}{w_b} + OBO_{m_b} - G_{TX} - G_{RX} + L_{FSPL} + L + 10\log_{10}(kT_{sys}) + \gamma \right)
\] (13)

Here, we denote \(E_b\) as the energy per bit to noise spectral density, and \(OBO_{m_b}\) as the output back-off power of the MODCOD. \(G_{TX}\) and \(G_{RX}\) represent the gain of the transmitting and receiving antennas, respectively. \(L_{FSPL}\) signifies the free-space path loss, and \(T_{sys}\) stands for the system temperature, calculated using the Friis equation. Furthermore, \(\gamma\) represents the margin (set to 0.5 dB), and \(L\) encompasses various loss components, including atmospheric losses computed through ITU-R P.618 [33], constellation-dependent pointing and rotation losses, and constellation-independent waveguide (0.2 dB) and feeding (1.1 dB) losses.

We assume that each beam has a maximum power consumption proportional to the assigned bandwidth, referred to as the EIRP density \((P_{max} \text{ in dBW/Hz})\). The satellites are assumed capable of providing maximum power per beam for all associated beams simultaneously if needed. By not modeling a satellite-wise power limit, we simplify the Power Allocation process, reducing it to solving the link budget equation presented above. If the power required to close the link budget equation \(P_b\) exceeds the maximum power per beam \((P_b > (P_{max} - G_{max})w_b)\), the power is capped at the maximum value, and the MODCOD with the highest spectral efficiency that closes the link is selected. The throughput is then computed as \(R_b = \min(d_b, \frac{\Gamma_{m_b}w_b}{1+\alpha})\).

Moreover, due to the formulations in Satellite Routing and Frequency Assignment, we ensure that two beams will never utilize the same hardware resources, and any signal interference remains negligible (<30 dB). Notably, our framework models interference at the application layer, before signal generation. This approach can potentially complement existing beamforming models like zero-forcing [34], which handle interference at the physical layer, or real-time interference management techniques like MF-TDMA [13], enhancing flexibility and performance. However, integrating these combined approaches is beyond the scope of this paper and is left out as future work.

Concerning antenna gains, we consider two types: parabolic and isotropic. The gain of a parabolic antenna is calculated as follows: \(G_{max} = \eta \left( \frac{4\pi f D}{c} \right)^2\), where \(\eta\) denotes efficiency (assumed as 0.65), \(D\) is the diameter, \(f\) is the transmitting frequency, and \(c\) is the speed of light. Antenna off-axis gain follows recommended radiation patterns from the International Telecommunication Union (ITU) for circular beams with a fixed aperture angle, as outlined in ITU-R S.465 [35] for Earth station antennas and ITU-R S.1528 [36] for NGSO satellite antennas. On the other hand, the gain of an isotropic antenna remains constant at -1.5 dB in all directions. We assume satellites employ parabolic-like antennas, while FSS users use parabolic antennas and MSS users use isotropic antennas.

### APPENDIX D
**Operational Formulation**

To minimize the number of necessary changes between consecutive operations, we first compute \(x_{s,c}^{t-1}\) and \(x_{s,c}^t\), by solving Equation 10 for time \(t - 1\) and time \(t\), respectively. Throughout operations, both solutions will satisfy the constraint \(\sum_{b_1 \in B} y_{b_1,b_2} = 0\). Then, we introduce a new auxiliary binary variable, denoted as \(x_s\), which takes the value 1 when satellite \(s\) changes clusters from time \(t - 1\) to time \(t\), and 0 otherwise. We calculate \(x_s\) by using the constraint \(C11: x_s \geq x_{s,c}^{t-1} - x_{s,c}^t \forall c\). With these considerations, we formulate the problem to minimize the number of changes as follows:

\[
\min_{x_{s,c}} \sum_{x_s \in S} x_s \\
\text{s.t.} \quad C4'; \; C7; \; C8; \; C9; \; C11; \; y_{b_1,b_2}^c = 0; \; x_{s,c}^{t-1}, x_{s,c} \in \{0, 1\}
\] (14)

Where \(x_{s,c}^{t-1}\) are fixed variables. This approach enables us to significantly reduce the amount of cluster changes between consecutive operations, optimizing the stability and continuity of the satellite constellations performance over time.
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