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Abstract—Satellite communications megaconstellations are revolutionizing Internet connectivity, serving millions of users worldwide. However, prior performance analyses are limited to Low Earth Orbit architectures and broad operational assumptions, not representative of the modern satellite environment. This study aims to breach this gap by analyzing all proposed communications constellations with more than 100 satellites using representative operational conditions and state-of-the-art resource allocation methodologies. The analysis underscores the pivotal role played by the number of satellites and link quality as key drivers of performance. Combining existing designs could serve up to 1.8 billion people at 2 Mbps.
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I. INTRODUCTION

Over the last decade, there has been a notable resurgence in space-based broadband connectivity, enabled by a remarkable hundred-fold increase in satellite constellation capacity [1]. The autonomy from physical connections, inherent in satellite-based communications, positions them as compelling alternatives to traditional networks, particularly in areas where conventional infrastructures prove impractical or inefficient [2]. Reduced manufacturing and launch costs, complemented by software-defined payloads, enable the deployment of large networks of flexible satellites capable of dynamically adapting to fluctuating user demand. Nevertheless, the novel flexibilities entail a higher level of complexity in these systems analysis. Accurate insights on performance are crucial for stakeholders to adequately design and operate megaconstellations.

While existing literature compares and discusses existing megaconstellation designs from different perspectives, current studies tend to be confined to LEO systems under broad operational assumptions. Aspects such as coverage [3], collision avoidance [4], and impact on astronomical observations [5] have been studied comparing SpaceX and OneWeb. Regarding performance analyses, Vatalaro [6] and Evans [7] compare the LEO, medium earth orbit (MEO), and geostationary earth orbit (GEO) designs developed during the 90s, highlighting the increased complexity of operating LEO satellites compared to MEO and GEO. In terms of modern designs, Pachler [1] and Osoro [8] study the throughput of 4 and 3 existing LEO constellations assuming ideal resource allocation, respectively. Note that the former rates Amazon to have twice the capacity of SpaceX, while the opposite conclusion is drawn in the latter. This exemplifies the shortcomings of existing literature: not capturing the payload flexibilities and relying on simplified operational conditions can lead to varying results depending on the specific assumptions. Furthermore, beyond SpaceX, OneWeb, and Amazon, several new constellations have been proposed, including those from Boeing and the Chinese government, with significant differences in the number of satellites, orbital designs, and use of inter-satellite links. To provide accurate insight on the current landscape, it is necessary to analyze all existing broadband designs, including those beyond LEO, under more representative operational conditions.

To recreate operational conditions, it is necessary to simulate all the necessary decisions to operate these systems. These decisions are collectively referred to as the Resource Allocation problem (RAP), and involves deciding the shape, location, spectrum, power, satellite, and gateway for each beam [9]. Methods addressing the complete RAP have been developed for geostationary satellites [10], and small MEO constellations [9]. Methods addressing specific sub-problems within the RAP tailored for megaconstellations have been developed: Beam Shaping and User Grouping [11], Satellite Routing and Frequency Assignment [12], Beam Hopping [13], Power Allocation [14], [15], Multi-Frequency Time-Division Multiple-Access (MF-TDMA) [16], Gateway Routing [17], and Inter-satellite Routing [18]. Despite recent research on individual methods, there is limited research in combined methods addressing the complete RAP tailored for the high dimensionality and flexibilities of large megaconstellations.

The goal of this paper is to bridge existing gaps by studying the performance of all existing broadband megaconstellation designs under representative operational conditions. To that end, we first combine existing methods for resource allocation tailored to megaconstellations. Then, we use this framework to simulate the throughput, quality of service, and necessary ground infrastructure of the nine megaconstellation designs. The analysis underscores the pivotal role played by the number of satellites and link quality as key drivers of performance, as well as the strengths and weaknesses of each constellation.

II. RESOURCE ALLOCATION FRAMEWORK

To estimate the performance of specific constellation designs, this work defines a complete RAP framework tailored to modern designs, drawing from prior literature. The framework and supporting models are depicted in Figure 1.


Fig. 1. Proposed Resource Allocation problem (RAP) framework, as well as additional models to recreate representative operational conditions. The information in parenthesis or brackets indicate the sources of data or resolution methodology.

A. Resource allocation decisions

Since each of the individual RAP decisions has been proven computationally challenging due to the high dimensionality of modern systems, addressing all of them simultaneously is computationally intractable. In view of this, we propose the following sequential methodology:

1) Joint Beam Shaping and User Grouping: Decide the set of users served by a beam, as well as the shape of the beam based on the methodology proposed in [11].

2) Coordinated Satellite Routing and Frequency Assignment: Decide the satellite serving each beam, as well as the spectrum assigned to each beam employing the coordinated method described in [12].

3) Gateway Routing: Decide on the location, number of gateways, and the satellite-gateway mapping, as in [17].

4) Beam Placement: Decide on the exact position of each beam, by approximating the beam center as a weighted sum of the users position, similar to [9], as:

\[ p_b = \sum_{u \in V_b} w_u p_u; \quad \hat{w}_u = \sum_{v \in V_b} ||p_u - p_v||; \quad w_u = \frac{\hat{w}_u}{\sum_{u \in V_b} \hat{w}_u} \quad (1) \]

5) Power Allocation: Decide the power of each beam, assuming that the satellites can provide each beam with at most a power equal to the maximum effective isotropic radiated power (EIRP) density times the total bandwidth assigned to the beam, with no restriction to the total power a satellite can produce. By assuming so, the power computation can be done by solving the link budget equation, as in [12], appendix C.

B. Additional models

Orbital configuration, antenna characteristics, frequency bands, and the capabilities of the satellite payload (e.g., minimum elevation angle and number of frequency reuses) are assumed to be different for each system. User antennas are assumed to have similar characteristics in all systems, except for the size. It is assumed that all constellations split their frequency bands into channels of 100 MHz. Satellites are assumed to use regenerative architectures and adaptive coding and modulation strategies. Data for all previous models is provided in the supplementary material. An in-depth discussion on these models interaction with the RAP framework, can be found in the referenced works. Regarding the user distribution, the world has been gridded into cells of size 0.1° x 0.1°. Then, a total of 25,000 cells have been selected, with the probability of selecting each cell equal to the population residing in that cell according to [19]. Each selected cell contains 20 users, each requiring 100 Mbps continuously, for a total of 500,000 users per constellation requiring 50 Tbps of demand. Population-based simulations are common in prior analyses [1], and communications systems tend to be over-subscribed by a factor between 10-200 [20] (leading to a total of 5 to 100 million users per constellation), to account for the fact that users are not consuming demand continuously, as opposed to the assumptions of this study. Interference, necessary to execute the Satellite Routing and Frequency Assignment, is modelled as a binary factor depending on the signals relative strength, as done in [12]. Note that, while other representations are possible, we stick to the binary representation for simplicity purposes, as changing it would require significant adaptation of the Satellite Routing and Frequency Assignment methodology. The set of ground stations for each design has been obtained using the Gateway Placement methodology derived in [17] with a total of 80 ground stations, with a limit of 50 gateway antennas per station. The atmospheric model follows the ITU-R P.618-13 standard and incorporates gaseous, clouds, tropospheric scintillation, and rain impairments.

C. Assumptions and discussion

The previous framework relies on a series of assumptions. First, it assumes that the demand of each user is fixed over time, while Internet-based communications tend to be fluctuating with limited stationarity. Current literature proposes Beam Hopping and MF-TDMA techniques [10], which can adapt the frequency and activation time of the beams for a finer adaptation of the satellite resources towards the required demand. Second, it assumes no global restriction on power usage, only a beam-wise upper limit. While this simplifies its resolution, this assumption might not be representative of all current payloads. Existing approaches for Power Allocation [14] can be used for more restrictive systems, without other modifications to the proposed framework. Studying the implications of these formulations falls out of the scope of this paper. Third, the Gateway Routing method proposed in [17] assumes ideal routing protocols on the satellite-terrestrial network, with perfect network information and no information loss. Finally, each constellation serves their own set of 500,000 users, with no competition with other systems.

III. Numerical results

We simulated nine existing megaconstellation designs, obtaining insight on the expected throughput, latency, and necessary ground infrastructure: Amazon, SpaceX, China Aerospace Science and Technology Corporation (CASC), OneWeb, Telcsat, ViaSat, Boeing, SES-O3b, and Intelsat.
A. Experimental set-up

To assess the performance of each megaconstellation design, simulations of the forward link have been conducted (see Chapter 7 of [21] for a full overview on the simulation). A first phase, involving works [11], [12] and computed only once per constellation, provides the user-beam mapping, the satellite-beam mapping policy, and frequency for each beam. On a second phase, each constellation is simulated for 30 time steps with intervals of 120 seconds. At each time-step, the remaining RAP is executed to determine the information flow through the network [17] including link budget considerations [12]. The simulation provides the throughput, number of gateways, average delay, and utilization of each link (see [12] and [17] for further detail on the metrics). In this work, the average delay is computed as the time from the gateway antenna to the user antenna, including any ISLs. Note that the objective of this study is to compare different megaconstellation designs across multiple metrics, and specific insights into the computational challenges and characteristics of each method, such as their scalability, can be found in the aforementioned works.

All simulations were executed utilizing the commercial solver Gurobi [22] (version 9.1.2) on an Intel(R) Xeon(R) Platinum 8160 CPU @ 2.10GHz, with support for up to 16 concurrent threads. Figure 2 and Table I present the performance outcomes for the nine megaconstellation designs considered. Additionally, Figure II compares the findings of this study under representative operational conditions with those from [1], which utilized a graph-based approach to analyze SpaceX, Amazon, OneWeb, and Telesat. Note that this study assumes ideal resource allocation, neglecting the effect of interference and overestimating the payload capabilities.

B. General findings

Before diving into the results, note that the solutions present trade-offs on three different axes: throughput, number of gateways, and average delay. Increasing throughput generally entails increasing the number of gateways, the delay, or both, while for the same throughput operators can decide to increase delay to reduce the ground infrastructure, or vice versa. Now, the first aspect to notice is the positive correlation between the number of satellites and throughput, albeit not entirely linear ($R^2=0.9478$ for a linear regression). No constellation fully satisfies the entirety of user demand, indicating the presence of bottlenecks, either in user or gateway links. However, as previous analyses highlighted that the gateway links can achieve significantly higher capacity, we conclude that the current designs under representative operational conditions with 500,000 users are limited by the user links. This suggests that 1) increasing the number of users will not lead to a higher capacity, since the links are saturated, and 2) augmenting the ground infrastructure will not proportionally increase total capacity but rather inflate associated costs. Notably, Boeing and CASC emerge as the systems with the highest throughput, attributed to two factors: 1) Deploying a hybrid system allows these operators to have high link qualities on lower altitude satellites, while achieving high coverage with the higher altitude ones, and 2) The large number of satellites, which increases the pool of resources leading to a higher capacity.

It is important to recognize the fact that a greater number of satellites implies a higher number of gateway antennas to reach the maximum throughput. However, findings indicate that previous estimations [1] vastly overestimated the requisite number of gateway antennas. While LEO megaconstellations
were projected to necessitate between 2,500 and 4,000 antennas for maximum throughput, this study reveals that most LEO systems can attain peak capacity with approximately 1,000 antennas, with OneWeb being the sole exception requiring between 1,500 and 2,000 antennas. It is estimated that SpaceX currently operates around 150 ground stations with 8 gateway antennas each, leading to 1,200 gateways [23]. Moreover, the average delay from gateway to user is primarily determined by the constellation altitude, with up to 10 ms for low LEO (<1,000 km), 20 ms for high LEO (≥1,000 km), and around 60 ms for MEO constellations.

Assuming all nine systems are realized and each one operates at maximum capacity, the total throughput would be 180 Tbps, or, equivalently, 36 million users at 100 Mbps or 1.8 billion people at 2 Mbps (assuming an over-subscription factor of 20 and arrangements with local service providers). This throughput is equivalent to 20% of the current terrestrial traffic, estimated at 1,000 Tbps [1]. If the demand and market penetration does not reach such levels, we would see lower satellite utilization or only partially deployed constellations.

C. Individual constellation findings

1) Amazon: While exhibiting promising performance in prior analyses, Amazon throughput is around 70% lower than previously predicted. This discrepancy can be attributed to an overestimation in the number of gateway antennas onboard the satellites, leading to reduced uplink utilization. Nevertheless, Amazon achieves similar throughput per satellite as SpaceX, albeit with reduced latency, thanks to their satellites being positioned around densely populated regions.

2) SpaceX: Relative to other systems, SpaceX stands out as one of the most well-balanced contenders. Their deployment at low altitudes ensures minimal latency, while their extensive satellite count positions them at the upper echelon of total throughput. They necessitate a comparable number of gateway antennas to Amazon and Telesat, yet their design leads to superior satellite and spectrum utilization. As opposed to Amazon, SpaceX did not oversize the supply capabilities of their satellites, leading to one of the highest uplink utilizations.

3) CASC: CASC achieves the highest throughput, enabled by its extended satellite network. However, this leads to a high requirement of gateway antennas, as well as comparatively lower satellite utilization. Similar to Boeing, both downlink and uplink utilization are notably lower than other systems, attributed to the presumed high capability of their satellites. It is noteworthy that CASC utilizes significantly more spectrum compared to other systems, primarily due to the ample spectrum availability outlined in their filing. Note that this analysis assumes that CASC would sell services worldwide, not limited to China. Throughput numbers would be significantly lower if limited to this country.

4) OneWeb: OneWeb secures the third position in total throughput due to its extended satellite network. They achieve comparable downlink and uplink utilization as SpaceX, albeit with increased delay and greater necessity for gateways. However, if OneWeb chooses to forgo ISLs, following their original design, they would experience an 18% decrease in total throughput and satellite utilization, while requiring a similar number of gateway antennas.

5) Telesat: Telesat’s low elevation angle enables them to deliver comparable levels of throughput to SpaceX, Amazon, and OneWeb, despite utilizing significantly fewer satellites, achieving high satellite utilization. In this line, akin to other systems, Telesat requires a similar ground infrastructure, although the
low elevation angle leads to less efficient communication.

6) **ViaSat**: Being a smaller system, ViaSat has a diminished throughput. However, their deployment at low altitudes enables them to compete with larger systems in terms of latency. Notably, ViaSat achieves markedly higher throughput per satellite compared to larger systems, as a smaller network enhances the satellite utilization. Here, the low uplink utilization is not due to an overestimation in payload capabilities but rather because user and gateway antennas are shared.

7) **Boeing**: Despite a smaller satellite count compared to OneWeb, Boeing outperforms in throughput owing to its hybrid constellation design, incorporating both low and high altitudes to foster high-quality links while having a large number of visible satellites, thus driving high spectrum utilization. However, fulfilling their demand requires approximately 3,000 gateway antennas. Note that, while public information does not disclose the real capabilities of their satellites, the filing suggests that they will be highly capable, leading to very low downlink and uplink utilization.

8) **SES-O3b**: Being smaller in scale, SES-O3b records the lowest throughput among the systems analyzed. However, they also achieve the highest throughput per satellite, translating into high downlink and uplink utilization rates. While SES-O3b deploys some satellites in LEO, this is insufficient to cover any portion of the Earth continuously, leading to a de facto MEO constellation with elevated latency.

9) **Intelsat**: Despite deploying fewer satellites than ViaSat, Intelsat achieves higher throughput by leveraging broader coverage in MEO, at the expense of increased latency. Moreover, Intelsat requires significantly more spectrum due to the reduced link quality stemming from higher altitudes. Nonetheless, it is the system with the highest uplink utilization.

**IV. CONCLUSION**

In this letter, we have studied the performance of communication megaconstellations under representative operational conditions accommodating 500,000 users. To achieve this, we devised a complete decision-making framework tailored to tackle the resource allocation problem within the context of high-dimensional conditions and highly flexible payload. Our analysis underscores the pivotal role played by the number of satellites and link quality as primary drivers of throughput. Our findings demonstrate that, with an over-subscription of 20, megaconstellations could serve 1.8 billion people at 2 Mbps.
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