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Abstract—Communication networks to support space missions were originally architected around non-real-time data services. In fact, missions have always required real-time services (e.g., telemetry and command), but the bulk of scientific data being returned to Earth has typically been highly delay tolerant. Nevertheless, future robotic and human exploration activities are rapidly pushing towards low latency, high data rate services. Examples can be found both in the near Earth domain (e.g., near-real-imagery through NASA’s LANCE program) and the deep space domain (e.g., HD video from Mars). Therefore, the goal of this paper is to quantify the effect of new real-time high data rate communication requirements on the ground segment of current communication networks.

To that end, we start by analyzing operational schedules for NASA’s Space Network (SN) in order to characterize the utilization of the overall network in terms of total data volume and contact time, as well as identify current mission drivers. These results are compared against proposed network requirements for future robotic and human near Earth exploration activities in order to quantitatively assess gaps in the SN capabilities. Using these results, we implement a rule-based expert system that translates SN-specific operational contacts into high-level data requirements for the ground segment of the network. We then exercise the expert system in order to derive the requirements that future exploration activities will impose on the SN. Finally, we quantify the impact of real-time data delivery services across NASA’s ground segment by computing the wide-area network cost for different levels of data timeliness.

In this paper we revise this assumption and assess the impact of increased data return profiles on the ground infrastructure of a space communication network, with specific emphasis on NASA’s Space Network (SN). In particular, we focus our attention on missions that will require services characterized by both high data rate and latency-constrained communications. Examples of such services are High Definition (HD) video for astronaut support, as well as other emerging applications such as telerobotic servicing or delivery of real-time Earth imagery.

Literature Review

Ground Network Architecture—The ground segment of space communication networks has been studied in a wide variety of contexts. For instance, references [6] and [7] focus on architecting ground networks in order to maximize the optical space-to-ground link availability. In other words, they study how to optimally allocate the network’s downlinking functionality across multiple ground stations in order to ensure that communications with the network’s spacecraft will not be disrupted due to cloud coverage.

In contrast, reference [8] compares the architecture of ground network with respect to the level of service provided to its users, where service satisfaction is measured in terms of daily data volume, latency and network cost. It is argued that capacity increase through ground antenna deployment is two orders of magnitude lower less costly than that of a space based system (EUR 1M vs. EUR 380M), and one order of magnitude less expensive if up to six ground stations are build to improve the coverage of the ground system (EUR 25M vs. EUR 380M). However, the cost of deploying and maintaining the wide-area network (WAN) that interconnects all ground stations is not considered, thus biasing the validity of these estimates towards favoring the purely ground infrastructure.

On the other hand, the architecture of a network’s ground segment has also been studied from the perspective of allocating signal processing functionality across different nodes in the network [9]. Results in that case indicate that ground architectures that distribute the demodulation and decoding of
incoming signals across all ground stations results in cheaper alternatives due to reduced WAN bandwidth requirements. Furthermore, it also demonstrates that significant cost savings can be achieved by regulating the store and forward functionality for delivering large scientific data products collected by the spacecraft.

Latency-constrained Applications—Several studies have reported that future spacecraft and their missions would largely benefit from (near) real-time communication services. For instance, reference [10] summarizes the findings of the Latency Study initiated by NASA’s Earth Science Division in order to assess the latency requirements for the latest Decadal Survey missions [5]. It was conducted using an interview-based expert elicitation with both scientists and engineers. Results indicated that over 40% of the respondents considered the optimal latency for an Earth Observation data product to be less than 2 hours as opposed to the traditional 6 to 12 hour requirement. Note that this latency requirement includes all data processing delays and thus translates to a 20 to 30 minute latency requirement for NASA’s ground communication network [11].

Similarly, human-operated robotic space exploration missions would also greatly benefit or can only be undertaken with the support of real-time services. The rationale for needing them is largely grounded on human physiology, particularly what reference [12] refers to as cognitive timescales for space exploration. In a nutshell, researchers have found that in order for a human to successfully undertake any interactive activity remotely, the maximum allowable round-trip latency has to be limited to less than 500ms. This is particularly relevant in the space environment due to the large propagation delays that the signal has to overcome.

Applications with remote interactivity in the space domain are generally divided in three categories: Teleconferencing, robotic servicing and telepresence. Teleconferencing refers to real-time interaction between an astronaut and a mission control center, or between two astronauts. It can be based on a voice-only service, thus requiring limited data rates and up to 200ms latency [13]. Alternatively, enhanced teleconferencing experience can be obtained through the transmission of real-time high-definition HD video, which in turn results in large bandwidth requirements - see for instance [14] or [15].

On the other hand, robotic servicing or in-space servicing refers to the ability of repairing, refueling, assembling or cleaning space assets through a remotely controlled mission [16]. As indicated in references [17] and [18], the success in-space servicing is based on the ability to control robotic spacecraft from a remote location, be it a ground control center or a space-based station. Finally, telepresence includes all processes and activities that enable humans to conduct research activities in remote location through a controlled robotic agent [19]. Several articles (e.g. [12], [20]) propose mission concepts based on telepresence and demonstrate the added value of having humans in the loop as opposed to the current purely robotic-based exploration.

Research Goals

Based on the surveyed literature, this paper addresses the following research goals: First, it defines the architecting problem for the ground segment as a constrained combinatorial optimization problem. Second, it proposes a simulation engine that is flexible enough to quantify the effect of increased data rate and latency requirements on the space network’s ground segment. Next, it validates the tool against the current implementation and operations of the SN. Finally, it uses the combinatorial formulation together with the simulation engine to quantify the required network capacity in order to successfully satisfy the requirements imposed by future near Earth missions, with specific emphasis in the 2020 to 2030 decade.

Paper Structure

The remainder of this paper is structured as follows: First, section 2 formulates the problem of architecting the ground segment of a space communication as a constrained combinatorial problem over a set of predefined functions. It also describes the different tools utilized to generate meaningful traffic patterns for space networks, as well as the results of the validation case against the current SN system. In turn, section 5 focuses in a forward-looking case study where the increase in bandwidth requirements for the SN is quantified as a function of the data rate and latency requirements imposed by high demanding Earth observation mission under formulation such as DESDynI or HyspIRI. Finally, section 6 concludes the document by summarizing the obtained findings and identifying areas of future work.

2. PROBLEM FORMULATION

System Definition

Figure 1 provides a notional view of a space communication network layered in three planes: The space segment, the ground segment and the terrestrial infrastructure. The space segment, if it exists, is composed by a set of relay spacecraft that communicate with the network customers through space-to-space RF or optical links. In contrast, the ground segment is composed by a set of assets (antennas, operation centers and end-users) that cooperate in order to send and receive the necessary information to successfully control and operate the remote spacecraft. Finally, the ground network is supported by a terrestrial infrastructure, typically outsourced to commercial networking companies (e.g. AT&T), that provides low level functionality to ensure data delivery across different points-of-presence (POP) located at each ground segment asset.

Given this description of the system, this paper is particularly interested in the ground segment of the space communication network, while the terrestrial and space segment are assumed to be outside the scope of interest. Note, however, that these two parts of the system either provide services or impose requirements on the ground segment, thus being fundamental to successfully support services in the overall space communication network.

Problem Formulation

Based on the definition of system architecture, i.e. “the allocation of physical/informational function to elements of form, and the definitions of interfaces among them and with the surrounding context” [21], we formulate the problem of architecting the ground segment of a space communication network using the following assumptions:

- The system’s surrounding context is composed by both the network’s space segment and the WAN network, data link and physical layer. From a practical standpoint this assumption translates to the use of standard space-link protocols [22] for the space-to-ground link, as well as a standard IP infrastructure to move data across the different elements of the network (see figure 1). It is also assumed that the terrestrial infrastruc-
ture has been optimized (e.g. traditional TCP protocols have been replaced to avoid problems with high bandwidth-delay links [23] [24]) to deliver a certain quality of service (QoS) defined by three parameters, bandwidth, maximum delay and availability (see for instance [25]).

- Once the information reaches the ground, seven canonical functions need to be accomplished in order to successfully deliver the data to the end-user: sampling, beamforming, (de)modulating, (de)coding, framing, routing and store and forwarding [9]. Figure 2 provides a summarized overview of these functions and the order in which they need to be executed to successfully deliver data from a remote spacecraft to a ground user.

- The form of the ground segment is defined by a set of geographically dispersed nodes connected through dedicated lines. Five canonical nodes are available: a sampler, a receiver, a router and a leveler, as well as a transparent node that does not recover digital information from the received signal. Table 1 provides the mapping between each node type and the previously introduced functionality.

Based on this assumptions and the insights from references [26] and [27], we formulate the system architecting problem for the ground segment of space communication networks as an assigning problem in which each node in the network is assimilated to one of the canonical nodes from table 1. As an example, consider the original unspecified architecture on the left-hand side of figure 3. Multiple network architectures can be obtained by assimilating nodes \( N_1 \) to \( N_4 \) to a sampler, receiver, router or leveler. It is immediate to see that for a network of \( N \) nodes and \( M \) canonical node types a total of \( N^M \) architectures can be generated if no constraints are assumed.

On the other hand, note that in this paper we are not interested in sizing the topology and links that define the terrestrial infrastructure. Rather, we are interested in determining the appropriate bandwidth for the virtual space network links (see figure 1) such that latency-sensitive services can provisioned across the network. In other words, we are not interested in sizing capacity between two POPs of the terrestrial infrastructure. Instead, we want to quantify the bandwidth requirements at the ground segment level, i.e. between ground stations, network operation centers and final users.

**Traffic Generation for Space Communication Networks**

Traffic patterns for communication networks are typically driven by the type of system under consideration. For packet networks, traffic is typically expressed as two random variables, one that characterizes the probability of having an arrival and another one that characterizes the time it takes for the network to process the packet. This, in turn, allows network engineers to size the network according to queuing [28] and network calculus [29].

In contrast, in mobile networks traffic typically depends on the medium access control (MAC) protocol used [30]. In some cases, this protocol is deterministic in nature and assigns a particular set of resources to the users statically (e.g. TDMA, CDMA). Therefore, in those cases traffic is expressed as the number of unitary resources (time slots, frequency carriers) that the network has to provide as a function of the customer base. On the other hand, random access mechanism approximate the traffic resulting from the (MAC) protocol as a random variable (e.g. new arrivals plus retransmissions in a slotted Aloha system are approximately poisson distributed [28]) that can once more be studied.
Figure 2: Network Functional Decomposition

Table 1: Architecture Canonical Nodes

<table>
<thead>
<tr>
<th>Node Type</th>
<th>Node Functionality</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transparent</td>
<td>RF/IF functions (e.g. filtering, mixing)</td>
<td></td>
</tr>
<tr>
<td>Sampler</td>
<td>Sampling, Beamforming</td>
<td></td>
</tr>
<tr>
<td>Receiver</td>
<td>Sampler + (De)modulating, (de)coding, framing</td>
<td></td>
</tr>
<tr>
<td>Router</td>
<td>Receiver + Routing</td>
<td></td>
</tr>
<tr>
<td>Leveler</td>
<td>Router + Store and forwarding</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Notional Network Architectures

Modeling Real-time Communication Services

Once realistic traffic patterns between the network customers and assets have been obtained, the next step is to obtain a mission-independent model for the types of data that spacecraft return and their associated latency requirements. Based on references [9] and [33], we define four canonical services:

- Audio/Video data, with a latency requirement of 2 seconds.
- Engineering telemetry, also known as spacecraft housekeeping data, with a latency requirement of 5 seconds.
- Quick-look science data, with a latency requirement of 1 hour and 15 minutes. This is representative of missions currently supported by the NASA’s LANCE system [34].
- Bulk science data, with a latency requirement of up to 12 hours. This is representative for the vast majority of current Earth Observation missions [10].
- Tracking data, with a latency requirement of 5 seconds [1].

Note that the provided latency requirements are representative of the current system implementation. Therefore, in section 5 we investigate the effect of lowering these latency requirements in the architecture of the TDRSS system and assess the required bandwidth to successfully deliver real-time content to the users.
Modeling Space Communication Networks

Figure 2 provides a summarized view of the different functions that have to be executed in order to deliver data from a spacecraft to its mission operations center and end users. Each function is modeled through two parameters $E_i = \frac{R_{i+1}}{R_i}$ and $D_i$, $i \in [1, 6]$, which characterize the bandwidth efficiency and processing delay that is required when performing them (see Table 2 for the specific values used). Data streams coming out of the store and forwarding functionality ($R_7$ in Figure 2) are delivered to the transport mechanisms of the ground network, which is assumed to have perfect BW efficiency and a maximum latency of 120 msec. While the latter is realistic, the former is assumed so that the reported required bandwidth can be interpreted as the requirement that the ground network imposes on the terrestrial infrastructure.

Next, we provide a brief description of the different functionality summarized in Figure 2 along with the set of assumptions used in order to obtain simplified values for $E_i$ and $D_i$, $i \in [1, 6]$ in Table 2. Furthermore, values for the specific implementation of TDRSS system are provided when necessary.

First, the sampling functionality is specified by the RF/IF front-ends used to digitalize the analog IF signal obtained after the low noise amplifier and RF/IF frequency conversion. In general, the bandwidth efficiency of the sampling functionality depends on the IF signal bandwidth and central frequency, as well as the number of quantization levels used during the A/D conversion process. A general expression can be derived from reference [38]

$$R_1 = f_s \frac{\text{samples}}{\text{sec}} \cdot Q \frac{\text{bits}}{\text{sec}}$$

$$f_s = \begin{cases} \frac{2f_c - B}{m} & \text{if } \exists m = 2n : f_s \geq \alpha B, n > 0 \\ \alpha (f_c + B) & \text{otherwise} \end{cases}$$

(1) (2)

where $f_c$ is the IF carrier frequency, $B$ is the two-sided signal bandwidth, $Q$ is the number of bits per sample and $m$ is a positive even index such that the Nyquist sampling theorem is satisfied ($\alpha \geq 2$). Table 3 summarizes the sampling rate obtained with equation 2 and signal processing information from references [1] and [9]: 16 quantization levels for low data rate services (S-band) and only four quantization levels for high data rate services (Ku and Ka-band). Furthermore, realistic values for the hardware equipment used in the Space Network were provided in reference [9], thus allowing us to successfully validate the proposed analytically formulation.

On the other hand, the TDRSS multiple access service requires beamforming functionality in order to increase the signal to noise ratio. This functionality is implemented at the hardware level using FPGAs that ingest a stream of samples ($\sim 6 \text{ Gbps}$) and output $\sim 200 \text{ Mbps}$ for each of the 30 available independent beams [35]. Therefore, delays introduced by this functionality will be in the order of microseconds, thus allowing us to idealize the performance of this part of the system.

The receiving functionality is primarily equivalent to demodulation and frame synchronization, but can also include de-splaying in the case of a multiple access service. The bandwidth efficiency is characterized by (1) the quantization levels used during the sampling process, (2) the modulation levels ($b_s$ bits/symbol) and (3) the number of samples available per symbol which, in turn, is primarily dependent on the symbol duration $T_s$. Since we do not know the exact modulations that future users will utilize, we idealize the receiving functionality by assuming that the receiver can always successfully demodulate the space-to-ground signal and therefore its output is equal to the coded data rate sent by the spacecraft. Furthermore, the only significant delay comes from the original frame synchronization process and will therefore be negligible for high data rate streams but can be significant for low data rate telemetry and commanding streams.

Reference [9] is used to estimate the effect of the decoding functionality. First, three complete frames are assumed to be needed in order for the decoder to be properly synchronized. Furthermore, it is assumed that half of future mission will utilize the 7/8 low density parity check (LDPC) codes, while the rest will still use current concatenated codes. As a result, the average coding efficiency for a space frame will be 0.58, thus indicating that almost 50% of the received bits are redundancy included in order to provide forward error correction capability. Additionally, the routing functionality is idealized and only accounts for appending the destination address to the packets generated from the decoded frames. As a first approximation, we assume this packet header to be negligible (e.g. a typical Internet packet contains 20B of header information for 1.5kB of payload data on average), thus yielding a bandwidth efficiency of approximately 1. Moreover, we assume that computing the appropriate route to the end user is part of the terrestrial network functionality and therefore its effects are included in the 120 msec delay from reference [25].

Finally, the store and forwarding functionality is modeled based on the 2-state Markov leveling scheme provided in reference [37]. The goal of the leveling scheme is to provide a coarse-grain bandwidth estimation mechanism to assess the impact of data product with different latency requirements over the same network. It allows for data to be trickled through the system so that all mission requirements are satisfied, while allowing some information to be delayed in the network in favor of high priority data. Note that reference [37] validates the bandwidth estimates of the leveling scheme against direct simulation of the entire protocol stack and finds minimal errors. Similar results are reported in reference [39] for a similar mechanism to model the TCP protocol.

3. Simulation Environment

This section describes the simulation environment developed to quantitatively assess the impact of real-time space communication services in the networks that support them. It is divided in two main parts: First, the simulation engine is described. Then, a simplified case study that exemplify how it works is presented.

ArchNet Description

ArchNet [40] is an simulation tool based on Python [41], SimPy [42] and PyQt [43]. It provides an integrated environment to define a network scenario, estimate the network bandwidth requirements and analyze the simulation results. The simulation engine is primarily based on SimPy, an open-source process-oriented discrete-event simulation library for Python. SimPy automatically handles the prioritization and synchronization of events in during the simulation and provides a well-documented API to extend its functionality. Additionally, ArchNet provides an intuitive graphical interface developed with the PyQt framework that can be used to
visualize both the network architecture and the simulation results. Additionally, a Python console synchronized with the simulation engine is available for high-level complex data processing and plot generation.

ArchNet defines an architecture based on the problem formulation from section 2. The five canonical nodes from table 1 are available to compose a network architecture, defined through an external XML [44] document that contains a list of nodes, their type, and the connections between them. This XML file is ingested by ArchNet, along with another file where the network traffic is defined. This second input file is also external to ArchNet and comes from a scheduling system or external file. The two inputs are merged to form a simulation input file for ArchNet’s simulation engine. The inputs are processed to form a simulation input file for ArchNet’s simulation engine. Once both inputs are available, ArchNet simulates the network performance and records the data rate and data storage requirements at all network connections and nodes, and then provides a set of menus to visualize the results and analyze their statistics.

ArchNet Example

Figure 4 provides a simplified example to illustrate how ArchNet works. The network is simply composed of two nodes, a ground station (N₁) and a mission operations center (N₂). Data sent from a satellite to the ground station is sampled, demodulated, decoded and routed to the MOC. When possible, the data is also stored and forwarded to the MOC at a lower data rate to reduce the bandwidth requirements in the connection between both entities.

Assume that the ground station N₁ has multiple antennas and can support multiple spacecraft at the same time, all of which are controlled by the same MOC. In particular, 4 spacecraft communicate with N₁, each one with a pass that starts and ends at different times and has a given data rate. These passes are store and forwarded independently at the ground station resulting in the 4 passes depicted in figure 5. In order to obtain a total estimate for the N₁-N₂ connection bandwidth, ArchNet’s simulation engine keeps track of starting and ending events for all passes and then aggregates them to produce the green dotted line in figure 5. Note that aggregating even four passes results in a non-trivial bandwidth profile over time that would be hard to estimate without a discrete simulation engine. However, because ArchNet simulates flows of data at the pass level, the execution time for 15 days of operations aggregating even four passes results in a non-trivial bandwidth profile over time that would be hard to estimate without a discrete simulation engine. However, because ArchNet simulates flows of data at the pass level, the execution time for 15 days of operations and 800 passes per day is reduced to less than a minute, thus making it suitable for high-level architectural studies.

Overall Research Approach

Based on the simulation environment presented in section 3, we now describe the overall research approach to assess the impact of real-time communication services on the Space Network ground segment:

1. Based on current operational traffic patterns, we simulate the bandwidth requirements across the different elements of the Space Network and define an initial baseline scenario.
2. We estimate the types and missions that will utilize the Space Network in 2030. For each of them, we characterize the quality of service (QoS) they request as a combination of data volume (or data rate) and latency.
3. We then use the tools presented in references [3] and [4] to transform this set of users into traffic patterns for the Space Network.

4. Finally, we simulate the operation of the system for a given time span (typically between a day and a month) in order to obtain the bandwidth and storage profiles that will be needed in the different elements of the system. Furthermore, we compare these values with the current status of the network to identify potential bottlenecks and suggest infrastructure improvements to alleviate them.

4. Baseline Scenario

Traffic Generation

The validation case study is based upon realistic traffic patterns obtained from the TDRSS scheduling system, from 05/08/2012 to 05/20/2012 (see reference [45] for an in depth analysis). Each day, an average of ~ 800 contacts were granted by the network, resulting in ~ 30–40 Tbit returned to Earth, as well as approximately 400 hours of scheduled service. These include both forward and return services, where the forward contacts are used exclusively for commanding the spacecraft. Since the amount of data they generate is at least one order of magnitude smaller than that of the return services [45], they will be omitted in all performed simulations.

Furthermore, the schedule obtained through the SN’s system is structured according to the services that the network provides (e.g. SSAR, KuSAR, KaSAR [1]) and, as a result, must be adapted to the service model presented in section 2. Next, we summarize the set of heuristics used for this adaption process:

- A single band contact contains 10% engineering data and 90% science data.
- For dual band contacts, the higher frequency band always carries science data while the lower frequency band carries engineering data (see rule 1 as an example).
- For dual contacts using the SSAR and SMAR service, the former carries all science data and the latter carries engineering data.
- Science data is split into quick-look and bulk science data according to 5%/95% relative fractions. Noteworthy exceptions to this rule are NASA’s Earth Observation System (Terra, Aqua and Aura). In that case, all science data is assumed to be quick-look since it is delivered through the LANCE system.
- The ISS is assumed to deliver multiplexed engineering telemetry as well as voice/video through its low data rate contacts.
- Satellites are divided into three nominal regions, each one supported by one ground stations. The Atlantic Ocean Region (AOR) and Pacific Ocean Region (POR) have two satellites, while the Indian Ocean Region (IOR) only comprises one TDRS satellite.

Rule 1: Simultaneous SSAR and KuSAR Contact

| deffrule MAIN : : SSAR—and—KuSAR |
| exists SNEVENT (service=SSAR) (time=?t1) |
| (duration=?d1) (datarate=?dr1) |
| exists SNEVENT (service=KuSAR) (time=?t1) |
| (duration=?d1) (datarate=?dr2) |
| => |
| assert EVENT (service=eng−data) (time=?t1) |
| (duration=?d1) (datarate=?dr1) |
| assert EVENT (service=science−data) (time=?t1) |
| (duration=?d1) (datarate=?dr2) |

Current Space Network Architecture

Figure 6 depicts the current Space Network architecture as a function of the canonical nodes presented in table 1. Each TDRSS region is connected to a ground station that performs all signal processing functionality required to recover the original information sent by the spacecraft. Three ground stations are available, the White Sands Ground Terminal (WSGT), the Second TDRSS Ground Terminal (STGT) and the Guam Remote Ground Terminal (GRGT). The first two are located in the White Sands complex close to the Network Control Center Data System (NCCDS) and therefore data across them is transmitted through an inexpensive local-area network (LAN). In contrast, data from GRGT is returned to the the NCCDS through a costly WAN connection.

Note that the depicted architecture assumes that the TDRSS satellites only perform RF and IF functionality. In reality the second generation TDRSS placed the beamforming functionality on-board the satellite, but this approach was later replaced by the current ground-based beamforming strategy in order to facilitate the deployment of improved signal processing technology as it becomes available. Since the beamforming functionality has a minor impact in the signal delay, this modeling error will not affect the obtained results and is therefore deemed insignificant.

Finally, data reaching the NCCDS from GRGT is immediately transmitted to the end user as it was originally stored and forwarded at the ground station node. In other words, the NCCDS acts a router for this fraction of the data. In contrast, data downlinked from the WSGT and STGT has only been received and therefore is assumed to be stored and forwarded in the NCCDS to minimize the bandwidth cost from the White Sands complex to the other NASA centers. This duality is notionally depicted in figure 6 by node colored both green and orange.

Baseline Scenario Results

Figure 7 presents the required capacity for the different links in the current Space Network architecture given the baseline

Figure 5: Bandwidth Estimation Example
demand. Links have been grouped in three tiers: Tier 1 corresponds to all space-to-ground links. Note that the required data rate are, in some cases, greater than the current capacity provided by the Ku-band link between a TDRS satellite and the ground. This is due to the fact that each region pools together the traffic of more than one satellite.

Tier 2 corresponds to all links between the ground stations and the network control center. In this case, the bandwidth requirement of the input and output lines for WSGT and STGT differs mostly due to the inefficiency introduced by the forward error correction (FEC) mechanism in the space-to-ground link. In contrast, the GRGT output bandwidth is largely inferior to the amount of data downlinked instantaneously thanks to the smoothing effect of the store and forward functionality (see figure 8).

Finally, tier 3 corresponds to all links between the NCCDS and the rest of the NASA networks (e.g. connections to JPL or GSFC). Once again, it can be observed that the store and forward functionality implemented at the NCCDS is able so successfully reduce the total required bandwidth and therefore minimize the cost of this part of the network.

5. Supporting Real-time Communication Services in the Space Network

Traffic Generation

In order to simulate real-time traffic for the Space Network we make the following assumptions:

- In 2025 approximately the same number of missions will utilize the system.
- Scientific missions are classified in three categories: High, moderate and low data volume (see reference [3]). The vast majority of missions belong to the two latter categories, while only three missions belong to the former.
- High data volume missions increase the amount of data returned to Earth by one order of magnitude. This is representative from transitioning from Terra (∼ 200 Gbit/day) to DESDyni (∼ 40 Tbit/day).
- All scientific data is considered quick-look science and therefore has to be returned in less than one hour and thirty minutes.
- The ISS still drives the return of voice and video data to the ground, albeit sporadic support to other human activities is also provided (e.g. Orion capsule).

Based on this traffic pattern rules, table 4 details the overall network requirements as the total data volume to downlink per day and the average latency of offered services. Three scenarios have been defined: Baseline corresponds to the current state of the system (see section 4). Data-Driven refers to a futuristic scenario where the missions’ data volume has significantly increased but the latency requirement has not. Finally, the real-time scenario depicts a situation in which both the data volume and latency requirements have evolved towards more stringent values. Note, for instance, that the total daily data volume increased by a factor of approximately 5 in the two futuristic scenario. Furthermore, the average latency has been reduced by almost 80% in the last one.

Current Architecture

Figure 9 presents the estimated capacity required at each SN link for the three proposed scenarios (see table 4). In this
We first note that the system capacity is largely driven by the network daily data volume requirement and scales approximately linearly with that parameter. In other words, since the data-driven and real-time scenarios have to return 4 more data than the baseline scenario, the capacity of most links has to also be increased by approximately this factor. Notorious exceptions are the IOR-GRGT and GRGT-NCCDS links. For the former, it has been assumed that high demanding missions without continuous coverage requirements (such as DESDyni) schedule all their contacts through ground stations located in continental US so as to minimize the cost the of WAN connection between Guam and the US. On the other hand, the increase in data volume for the data driven scenario has no effect on the cost of the intercontinental line GRGT-NCCDS, while the capacity requirement more than doubles in the real-time scenario.

While this might seem a minor problem from a capacity perspective, it actually translates into major affordability problems for the network. In particular, conversations with Space Network managers have indicated that the cost of the GRGT-NCCDS is approximately 3 times as high as that of leasing bandwidth over US continental lines. Therefore, the cost of doubling the capacity in the GRGT-NCCDS line results in at least a 600% cost increase on that part of the ground segment. In contrast, the cost of the other continental lines will increase at most 400%, specially if reductions in the cost per bit ($/bps) are obtained when leasing high data rate lines.

### Space-based Store and Forward Architecture

Up to this point we have analyzed the ability of the SN architecture in order to satisfy future user demand. Our findings indicate that the required network capacity with the current architecture scales approximately linearly with the returned daily data volume. Furthermore, significant cost increases should be expected if users transition to a real-time demand model where the store and forward functionality becomes less effective.

In order to mitigate these problems, in this section we analyze the suitability of a network architecture where the TDRS...
satellites have enough processing capability to successfully modulate the space-to-ground link according to the user’s latency requirements. Therefore, we have transitioned towards a space-based store and forward architecture (see figure 10) where the ground segment acts as mere receive and forward node. Routing for WGST and STGT is performed at the NCCDS since they are all under the same LAN, while GRGT also provides the routing functionality so that data destined for users in Asia and Europe could potentially be routed directly without clogging the Guam to White Sands line.

Figure 11 presents the capacity required to support users from the baseline, data-driven and real-time scenarios for a space-based store and forward TDRSS architecture - also referred to as Arch1. Each link in the SN is depicted using a solid bar plot that indicates the total capacity required. Stacked on top, a transparent bar indicates the extra capacity that is required given the current architecture, referred to as Arch2. In other words, the transparent area of each bar plot indicates the capacity savings incurred by transitioning from the current SN architecture to a more capable space-based store and forward system.

It can be observed that major capacity savings are obtained through the new proposed architecture regardless of the scenario under consideration. These savings are specially notorious in the space to ground links, with a 15% and 33% reduction in the AOR-STGT and POR-WSGT links respectively. On the other hand, it can also be observed that the backbone network (i.e. GRGT-NCCDS and NCCDS-MOC) requirements have increased by a small percentage (< 1%). Indeed, links that before where perfectly optimized because their origin nodes implemented the store and forward functionality are now just routers that cannot store data anymore. However, this effect is considered minimal in comparison to the large capacity savings obtained in the space-to-ground links.

On the other hand, we can also analyze the system’s sensitivity to limited latency requirement violation. In particular, let us assume that in the baseline and data-driven scenario up to 10% of the data is allowed to slightly violate the latency requirements. This is plausible because bulk data has already up to 12 hours worth of delay and therefore it is unlikely that users would be heavily dissatisfied if slightly more delay was introduced (e.g. 13 or 14 hours). In contrast, assume that data delivery across the network can never exceed the latency constraint of 1 hour and 30 minutes for the real-time scenario (see for instance reference [46], where the quick-look science latency requirement of 1 hour and 30 minutes is already conservative and should be met with 100% certainty).

Then, the capacity needed in the different links can be computed based on the 90% percentile of \( R(t) \) for the baseline and data-driven scenario, while in the real-time scenario it is estimated as \( C = \max R(t) \). Figure 12 presents the obtained results. It can be observed that the required network capacity is almost twice as large in the real-time scenario than in the data-driven scenario, thus indicating that both latency and data volume should be considered as fundamental factors when sizing the network. Furthermore, we note that the proposed space-based store and forward architecture can result in major capacity savings for the SN as compared to the current architecture, thus making it more robust towards demand growth and uncertainty in both data volume and date latency requirements.

That being said, several factors might also hinder the viability of the proposed store and forward processing architecture. For instance, placing processing capability at geosynchronous orbit is expensive since it increase the mass and power requirements for the spacecraft bus and introduces new failure risk factors that need to be studied and mitigated. Therefore, it is clear that the trade-off between store and forward functionality in the space and ground segment should be studied. In particular, robustness against network capacity and latency requirement variation should be analyzed in order to identify optimal architectures that can easily adapt to network requirement changes. Factors such as inflexibility and reliability for the space-based store and forward architecture should also be considered, as the impossibility to modify or
fix satellites once placed on orbit might outweigh the capacity savings obtained through this futuristic architecture.

6. CONCLUSIONS

Summary

This paper has focused on assessing the impact of real-time communication services in NASA’s Space Network. To that end, we have first formulated the problem as a function of the network’s architecture, where architecture is mainly defined by allocating processing functionality (e.g., sampling, demodulating, store and forwarding) across different nodes in the network. Then, we have defined several canonical services that the network should offer in order to successfully support a wide variety of robotic and human exploration activities, and we have characterized their current latency requirements.

Based on this modeling framework, we have initially studied the capacity requirements for the Space Network as a function of the current data volume and latency requirements. Results have indicated that the network can largely benefit from the relaxed latency requirement of most data in order to reduce its WAN bandwidth and cost.

Next, we have studied this same network architecture when subject to both an increase in the amount of data it should return, as well as a significant reduction in the average latency requirement. Results indicate that the combined effect of these two requirements largely penalizes the ability of the network to successfully support its customers. In order to mitigate this problem, we have studied the suitability of a future Space Network architecture where store and forward processing functionality is placed on-board the TDRSS satellites. Results have indicated that significant capacity saving can be obtained by transitioning towards this architecture, especially in the latency-insensitive scenarios. Finally, we have proven that the proliferation of real-time services in the network largely reduces the savings currently obtained through the store and forward functionality, thus indicating that the combined effect of increase in network daily data volume and decrease in average network latency result in severe capacity limitations for the current system.

Future work

Different areas of research can be envisioned for the future. On one hand, the trade-off between store and forward functionality in the space and ground segment should be further explored taking into consideration both the system cost, robustness and riskiness. Robustness should be used as a proxy to measure the ability of the network to cope with demand changes given that space assets deployed cannot be easily and inexpensively replaced. Similarly, riskiness should be quantified the capacity loss due to failure of a system node and the cost of recovering to nominal performance.

On the other hand, similar analyzes should be studied in the context of the other two NASA networks, namely the Near Earth Network and the Deep Space Network. For the latter, the necessary inputs for the different defined scenarios are currently being compiled and the resulting studies are expected to provide insight into the required architecture and capacity for a network that can successfully support human exploration activities at Mars.
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